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Abstract

The real effective exchange rate (REER) is one of the most cited statistical constructs
in open-economy macroeconomics. The conventional measures of the REER assume
a world in which every country exports only final goods. With rising importance of
offshoring and cross-border trade in intermediate goods, such measures are increasingly
flawed. Taking into account international value chains, we develop a theoretical framework
to compute REER at the both sector and country levels. The framework nests all existing
measures in the literature and addresses their shortcomings. We exploit detailed trade
data from the recently available World Input-Output Database(WIOD) spanning the
period 1995-2011 to compute the REER for gross output as well as value added for 40
countries and 1435 country-sectors.
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1 Introduction

The Real Effective Exchange Rate (REER) is one of the the most quoted indices in international
economics among academics, policy makers and financial market participants.1The underlying
purpose behind the construction of REER is to have a statistic that measures competitiveness by
quantifying the sensitivity of demand for output originating form a particular country as a function
of changes in world prices. It is a partial equilibrium construct which takes observed price changes
as given and does not require modeling of primitive shocks that lead to those price changes, or any
other general equilibrium constraints like balanced trade.2

In addition to being a gauge of competitiveness, it also finds use as a measure of relative price to
summarize an economy’s price level vis -a-vis the rest of the world. It is also used as an indicator
to draw inferences regarding currency manipulation, currency misalignment and vulnerability to
crises-see Chinn (2000) , Goldfajn and Valdés (1999) and Gagnon (2012).

The importance of REER is further evident from the time, effort and resources devoted to
computing REER indices by leading organizations like the International Monetary Fund(IMF),
Bank of International Settlements(BIS), OECD as well as various central banks around the world.3

Standard REER measures make a number of simplifying assumptions which we evaluate in this
paper. For instance, they assume that every country exports only final goods which are produced
without using imported intermediate goods. The first point we wish to emphasize is that this
assumption is not innocuous, as the following example shows.4

Consider a stylized world with three countries involved in a global value chain-China, Japan
and the U.S. Suppose Japan manufactures raw materials for the production of a mobile phone and
ships it to China which acts as an assembly point. China in turn exports the finished product to
the U.S which is then consumed by US consumers. According to the traditional REER measures
like the one used at the IMF, the phone would be classified as China’s “product” and China would
be assumed to be competing with other providers of phones. Consequently these models would
conclude that an increase in the price of mobile phone in Japan would lead to an increase in the
demand for China’s mobile phone and hence increase its competitiveness. In reality however, China
is not producing the entire phone but is the producer of assembly services which accounts for only
a small fraction of the total value of the product. It therefore competes with other providers of
such processing services and not phone manufacturers. Once we recognize this, it becomes clear
that an increase in Japanese prices of mobile phone components could very well lead to a decline in

1A google search on “effective exchange rates” yields close to 58 million hits,higher than terms
like “inflation targeting ”(~5 million) and “comparative advantage”(~9 million).

2See Chinn (2006) for a primer on the concept of REER and Rogoff (2005) for an application
and discussion.

3For the IMF REER computation see McGuirk (1986) and Bayoumi et al. (2005). For the Federal
reserve’s REER measure see Loretan (2005). The BIS’s REER methodology is summarized in Klau
et al. (2008)

4Among the exceptions to this criticism are recent papers by Bems and Johnson (2012) and
Bayoumi et al. (2013). These will be discussed later on in the paper where we argue how our
measure improves upon theirs.
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demand for China’s services and hence a decline in its competitiveness.
This example shows that REER computed by organizations like the IMF is not only inaccurate

in terms of magnitude, but may also have the wrong sign5. Given that trade in intermediate goods
can potentially have a major influence on the REER, it is puzzling that this feature continues to
be ignored in the mainstream, especially given the prominence and rising trend in intermediate
goods trade in the last two decades.6

Another limitation common to all previous work in this literature is that REER is defined
at the level of individual countries. With increasing specialization and trade in intermediate
inputs, inter-sectoral linkages between countries differ substantially from aggregate country level
relationships. Wang et al. (2013) have document this heterogeneity substantially. In particular, they
find that total foreign content (VS) sourced from manufacturing and services sectors used in world
manufacturing goods production has increased by 8.3 percentage points from 1995 to 2011 (from
22.5% in 1995 to 30.8% in 2011). Moreover, they show that this increase is primarily accounted for
by the increase in foreign double counted terms(FDC) which are a result of back and fourth trading
between countries. With this development of internationalization in production, individual sectors
within countries are likely to show substantial heterogeneity in their competitiveness. An aggregate
country level measure is incapable of capturing these. Indeed, in section 10 we document several
instances where the REERs move in opposite directions for different sectors within a country. In
these cases where the country level REER moves in the opposite direction to certain key sectors
within the country, lack of information on the latter can lead to false conclusions and inefficient or
even counter-productive policy measures. For example, we document in figure 10.2 that Mexico as a
whole has experienced a loss in competitiveness(appreciation) starting in 1995. One policy measure
this may instigate is (implicit or explicit) subsidies, especially to exporters. However applying these
measures uniformly across all sectors would be erroneous since there are sectors like the financial
intermediation sector that are already experiencing a gain in competitiveness. This illustrates the
usefulness of sector level exchange rates in enabling countries to better target and manage their
producers and exporters. Although lack of data and absence of the global value chain phenomenon
had prevented the feasibility and need for such measures in the past, in this paper we emphasize
that this is no longer the case.

Recognizing all these shortcomings, this paper proposes a concept of REER that improves upon
the existing REER measures in the literature along four dimensions. Firstly, by explicitly allowing
for trade in intermediate inputs and distinguishing trade by end use category, our model recognizes
that value added and gross output are not the same. We therefore compute different REER indices

5This example is discussed in more detail quantitatively in section 7
6For OECD countries Miroudot et al. (2009) find the share of trade in intermediate goods and

services to be 56% and 73% respectively.As emphasized in Baldwin and Lopez-Gonzalez (2012),
intermediate goods trade and vertical specialization has grown many fold in developing countries
starting in the 1980s(see alsoWang et al. (2013)) Also important is the import content of exports,
epitomized by the prevalence of processing trade involving Asian economies, especially China.
Koopman et al. (2014) find that the import content of exports is as high as 90 percent for some
sectors in China.
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for value added(GVC-REER) and gross output(Q-REER). Secondly, we start at the level of sectors
within countries and build our way up, allowing us to define and compute not just country REERs
but also REERs for sectors within countries.Given our data source(to be discussed in detail later
on in the paper) we can compute REER indices for 35 sectors within each of the 40 countries in
the sample. We find substantial heterogeneity in the REER across sectors within countries and are
in a position to talk about competitiveness of individual sectors within the same countries. Thirdly,
we estimate and explicitly incorporate different elasticities of substitution across different groups
of goods in our REER measure. This is a significant improvement relative to other attempts to
take GVCs into account which continue to work with a simplified Cobb douglas case in which all
elasticities are identically equal to one. Lastly, we compute sector level price indices and use these
in our REER measure instead of the more coarse country level price indices(GDP deflator or CPI)
which have been used in the literature so far.

It is worth emphasizing that our objective is to model relatively short term and small scale
movements in competitiveness. We therefore take the nature of GVC and trade patterns across
countries and sectors as given and do not consider the issue of endogenous off-shoring and production
sharing decisions 7. Moreover, due to the complex nature of the model we solve it using log
linearization techniques. This further reinforces the view that our REER indices are best suited for
short term movements resulting from shocks that are not too large so as to affect organization of
GVCs.

This paper is related to two different strands of the literature. First and foremost the paper is a
contribution to the literature on international trade and finance. The most prominent and commonly
cited REER measure today is the IMF’s REER measure. This along with other commonly used
REER indices like the ones by the Federal Reserve and BIS do not distinguish between trade
in intermediate and final goods and consider all trade flows to be in the latter category. The
consequence of making this assumption could be quite detrimental as we have discussed above.

A few recent papers have recognized this drawback and made attempts to address them. Bems
and Johnson (2012)(henceforth BJ) allow for trade in intermediates and compute the REER
weighting matrix at the country level. Bayoumi et al. (2013) propose a measure of competitiveness
in which they borrow the weighting matrix from the IMF but adjust the price indices to acknowledge
the presence of imported inputs. But these papers work with the constant elasticity(Cobb Douglas)
assumption and country level (instead of more detailed sector level) price indices. Our attempt
to incorporate sector level price indices and build sector level exchange rates has a precedent in
the work of Bennett and Zarnic (2009). But their work does not incorporate trade in intermediate
goods and use an IMF-like weighting matrix. Moreover, they use unit labor costs to proxy for price
of value added, whereas we have a more comprehensive measure of value added price index at the
sector level which includes not only labor but also capital.

In Table 1 we summarize our contribution to this literature by drawing comparisons across the
7There is a growing literature on organization of global value chains that looks into these questions.

See for instance Costinot et al. (2013) and Johnson and Moxnes (2012).
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most influential as well as the most advanced REER computation frameworks available. A single
check mark (

√
) indicates that the paper attempts to address the particular attribute, irrespective

of whether they achieve the desired objective in our opinion.In fact, in most cases where there
are check marks in the table, we show drawbacks that are addressed by our framework.As will be
shown in the sections to follow, our measure is not only more comprehensive, but nests most of the
common measures in the literature.

Table 1 – Comparison with the literature on computing REER

IMF FED BIS BJ BST BZ This paper
Value added competitiveness

√ √

Sector level exchange rates/prices
√ √

Trade in intermediate goods
√ √ √

Heterogenous elasticities
√

Key: BJ: Bems and Johnson (2012); BST:Bayoumi et al. (2013);BZ:Bennett and Zarnic (2009);
A check mark (√) indicates that the paper attempts to address the particular attribute, irrespective
of whether they achieve the desired objective in our opinion

More broadly, the paper is motivated by and is linked to new but rapidly expanding literature
on global value chains and vertical specialization in trade(see Hummels et al. (2001) and Baldwin
and Lopez-Gonzalez (2012) among many others) as well as the literature on trade statistics and
export accounting in the presence of intermediate goods trade(Koopman et al. (2012) and Wang
et al. (2013)).

We start by presenting a simplified version of our framework in section 3 to illustrate some of
the features of our exchange rate measure before moving on to the general model in section 4 which
is discussed in greater detail and applied to the data.

2 The concept of REER as a measure of competitiveness

The real effective exchange rate measures change in competitiveness by quantifying changes in
the demand for goods produced by a country as a function of changes in relative prices. To be
more precise, if VJ is the demand for the goods produced(or alternatively, value added) by country
J , then the effective exchange rate of country J is defined as:

4REERJ = 4VJ = GJ ({4p}ni=1) (2.1)

Where {4p}ni=1 is a vector of price changes in all countries including the home country. Note
that no other variables except the prices explicitly enter the function G(.). Hence by construction
REER is a partial equilibrium construct where the primitive shocks that lead to the observed price
changes are not modeled. Moreover the demand side of the economy is assumed to be exogenous
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and the aggregate final demand is assumed to be constant (although relative demands are affected
when prices change).

The function GJ(.) is homogenous of degree zero, so that the model satisfies neutrality in
the sense that if all prices (including the home price) double, then the relative demands remain
unchanged(and since by construction aggregate demand is held fixed, the absolute demand for each
good also remains unaffected.)

It is worth pointing out that REER models like ours do not assume balanced trade or any
restrictions on the trade balance. Trade balances are allowed to be non zero in the steady state
and are calibrated to their observed counterparts in the data. Since this is a partial equilibrium
model in which the demand side is exogenous, this assumption is not unsuitable.

3 A Stylized Three Country Global Value Chain

We start with a simplified 3 country, 2 sector model capturing the basic Global Value Chain(GVC)
features. There are three countries (J, C and U) and two sectors indexed by {1,2}.Table 2 displays
the input output table. All boxes with “X” denote non zero entries while the remaining entries are
zero. Note that the IO matrix is sparse and contains only one (out of a possible 36) non zero entries.
The Global value chain is modeled across two sectors in three different countries . The upstream
sector J1(sector 1 in country J) produces raw materials that are exported to country C. Sector 2 in
country C combines these intermediate inputs from J along with its own value added to produce
final goods that are then exported to countries J and U in addition to being consumed internally
by country C. All other sectors (i.e J2, C1, U1 and U2) only produce goods using own value added
(i.e no intermediate inputs) and sell them as final demand in the home country. Sector 2 can be
interpreted as the electronics sector and sector 1 can be interpreted as a (raw) materials sector.

Table 2 – A stylized 3 country 2 sector Global value chain set up

J C U JFinal CFinal Ufinal total output
J1 J2 C1 C2 U1 U2

J J1 0 0 0 X 0 0 X 0 0 X
J2 0 0 0 0 0 0 X 0 0 X

C C1 0 0 0 0 0 0 0 X 0 X
C2 0 0 0 0 0 0 X X X X

U U1 0 0 0 0 0 0 0 0 X X
U2 0 0 0 0 0 0 0 0 X X

VA X X X X X X
total output X X X X X X

Specifying the model:

We use Qh
l to denote the gross output of sector l is country h 8. Xfh

sl denotes the intermediate
input from country f sector s used in production by (h, l). V h

l denotes the value added by (h, l).
8Throughout this paper, superscripts will be used for countries and subscripts for sectors.
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We assume a constant elasticity of substitution which is allowed to differ across consumption and
production aggregators as clarified below.

Production:

The production function of (C, 2) is given by

QC
2 =

[
(wV )

1
σ (V C

2 )
σ−1
σ + (wX)

1
σ (XJC

12 )
σ−1
σ

] σ
σ−1 (3.1)

where σ is the elasticity of substitution between the two inputs and wV and wX are weights
that can be mapped to the shares of the two inputs.

The associated price index is given by:

pC2 =
[
(wV )(pV c2 )1−σ + (wX)(pJ1 )1−σ

] 1
1−σ (3.2)

Since all other production comprises entirely of own value added, the remaining production
functions are of the form:

Qh
l = V h

l ∀(h, l) 6= (C, 2) (3.3)

Consumption:

We use F hf
l to denote output of (h, l) that is absorbed in country f as final demand. Based on

table 2, the consumption aggregators for the three countries are given as follows:

F J = [(κJJ1 )
1
θ (F JJ

1 )
θ−1
θ + (κJJ2 )

1
θ (F JJ

2 )
θ−1
θ + (κCJ2 )

1
θ (FCJ

2 )
θ−1
θ ]

θ
θ−1 (3.4)

FC = [(κCC1 )
1
θ (FCC

1 )
θ−1
θ + (κCC2 )

1
θ (FCC

2 )
θ−1
θ ]

θ
θ−1 (3.5)

FU = [(κUU1 )
1
θ (FUU

1 )
θ−1
θ + (κUU2 )

1
θ (FUU

2 )
θ−1
θ + (κCU2 )

1
θ (FCU

2 )
θ−1
θ ]

θ
θ−1 (3.6)

The associated price indices for final goods consumption (CPIs) can be computed as follows:

P J = [(κJJ1 )(pJ1 )1−θ + (κJJ2 )(pJ2 )1−θ + (κCJ2 )(pC2 )1−θ]
1

1−θ (3.7)

PC = [(κCC1 )(pC1 )1−θ + (κCC2 )(pC2 )1−θ]
1

1−θ (3.8)

PU = [(κUU1 )(pU1 )1−θ + (κUU2 )(pU2 )1−θ + (κCU2 )(pC2 )1−θ]
1

1−θ (3.9)

Here, large case P is used to denote CPI, small case p is used to denote price of gross output;
pV will be used to denote price of value added. θ is the elasticity of substitution between different
goods in the final consumption good bundle and is assumed to be the same across all countries9. κ
s are weights that denote the shares of the different components in the aggregators.

9This and many other restrictions imposed so far will be relaxed in the general model presented
later.
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Market clearing conditions:

Output of all entities except (C, 2) is sold only as final good. Table 2 implies the following
market clearing conditions:

QJ
1 = XJC

12 + F JJ
1 (3.10)

QJ
2 = F JJ

2 (3.11)

QC
1 = FCC

1 (3.12)

QC
2 = FCC

2 + FCJ
2 + FCU

2 (3.13)

QU
1 = FUU

1 (3.14)

QU
2 = FUU

2 (3.15)

Solving the model:

We solve the model by combining the log linearized first order conditions with the market
clearing conditions.The first order condition for final good can be written as:

F fh
s = κfhs

(
pfs
P h

)−θ
F h, h, f ∈ {J,C, U), s ∈ {1, 2} (3.16)

(note that only 8 out of the 18 values of F fh
s are positive, as denoted in table 2 ).

We will work with the following log linearized version:

F̂ fh
s = −θp̂fs + θP̂ h + F̂ h (3.17)

Linearizing the expressions for the CPIs in the three countries we get:

P̂U =

(
pC2 F

CU
2

PUFU

)
p̂C2 +

(
pU1 F

UU
1

PUFU

)
p̂V U1 +

(
pU2 F

UU
2

PUFU

)
p̂V U2 (3.18)

P̂C =

(
pC1 F

CC
1

PCFC

)
p̂C1 +

(
pC2 F

CC
2

PCFC

)
p̂C2 (3.19)

P̂ J =

(
pJ1F

JJ
1

P JF J

)
p̂J1 +

(
pJ2F

JJ
2

P JF J

)
p̂J2 +

(
pC2 F

CJ
2

P JF J

)
p̂C2 (3.20)

The first order conditions for production are as follows:

XJC
12 = wX

(
pJ1
pC2

)−σ
QC

2

V C
2 = = wV2

(
pV C2

pC2

)−σ
QC

2
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These along with the production function (3.1) and its associated price index can be linearized
as follows:

X̂JC
12 = −σp̂J1 + σp̂C2 + Q̂C

2 (3.21)

V̂ C
2 = −σp̂V C2 + σp̂C2 + Q̂C

2 (3.22)

Q̂C
2 =

(
pV C2 V C

2

pC2 Q
C
2

)
V̂ C
2 +

(
pV J1 XJC

12

pC2 Q
C
2

)
X̂JC

12 (3.23)

p̂C2 =

(
pV C2 V C

2

pC2 Q
C
2

)
p̂V C2 +

(
pV J1 XJC

12

pC2 Q
C
2

)
p̂V J1 (3.24)

Next, the non trivial market clearing conditions (3.13) and (3.10) can be linearized as follows:

Q̂C
2 =

(
pC2 F

CC
2

pC2 Q
C
2

)
F̂CC
2 +

(
pC2 F

CJ
2

pC2 Q
C
2

)
F̂CJ
2 +

(
pC2 F

CU
2

pC2 Q
C
2

)
F̂CU
2 (3.25)

Q̂J
1 =

(
pJ1X

JC
12

pJ1Q
J
1

)
X̂JC

12 +

(
pJ1F

JJ
1

pJ1Q
J
1

)
F̂ JJ
1 (3.26)

(3.27)

Appendix A shows how the linearized version of the model can be solved to write the demand
for value added for each entity as a function of all the value added prices assuming that total final
demand remains constant(i.e F̂ h = 0∀h), or what we define as the real exchange rate(GVC-REER)
following this partial equilibrium literature.:

4GV C−REERh
s = V̂ h

s = w(v)hJs1 p̂
vJ
1 +w(v)hJs2 p̂

vJ
2 +w(v)hCs1 p̂

vC
1 +w(v)hCs2 p̂

vC
2 +w(v)hUs1 p̂

vU
1 +w(v)hUs2 p̂

vU
2

(3.28)
Where h ∈ {J,C, U}, s ∈ {1, 2}
To illustrate the properties of the weighting matrix, we will focus on the weight assigned by

(C, 2) to the six production entities(including itself).

V̂ C
2 = w(v)CJ21 p̂

vJ
1 + w(v)CJ22 p̂

vJ
2 + w(v)CC21 p̂

vC
1 + w(v)CC22 p̂

vC
2 (3.29)

+w(v)CU21 p̂
vU
1 + w(v)CU22 p̂

vU
2

In particular, we focus on the weight assignment between the two sectors that are involved in
the the GVC. The appendix shows that the weight assigned by sector 2 in country C to sector 1 in
country J (its input supplier) is given by
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w(v)CJ21 =

(
pJ1X

JC
12

pC2 Q
C
2

)
(σ − θ) + θ

(
pJ1X

JC
12

pC2 Q
C
2

)(
pC2 F

CJ
2

pC2 Q
C
2

)(
pC2 F

CJ
2

P JF J

)
︸ ︷︷ ︸

term2

+ θ

(
pV C2 V C

2

pC2 Q
C
2

)(
pC2 F

CC
2

pC2 Q
C
2

)(
pC2 F

CC
2

PCFC

)
︸ ︷︷ ︸

term3

+ + θ

(
pC2 F

CJ
2

pC2 Q
C
2

)(
pJ1F

JJ
1

P JF J

)
︸ ︷︷ ︸

term4

+ θ

(
pJ1X

JC
12

pC2 Q
C
2

)(
pC2 F

CU
2

pC2 Q
C
2

)(
pC2 F

CU
2

PUFU

)
︸ ︷︷ ︸

term5

(3.30)

We can interpret the different terms on the right hand side of the above equation as follows:

term2 + term4 = θ

(
pJ1X

JC
12

pC2 Q
C
2

)(
pC2 F

CJ
2

pC2 Q
C
2

)(
pC2 F

CJ
2

P JF J

)
+ θ

(
pC2 F

CJ
2

pC2 Q
C
2

)(
pJ1F

JJ
1

P JF J

)
= θ

[(
pV C2 V C

2

pC2 Q
C
2

)(
pC2 F

CJ
2

pV C2 V C
2

)][(
pJ1X

JC
12

pC2 Q
C
2

)(
pC2 F

CJ
2

P JF J

)
+

(
pJ1F

JJ
1

P JF J

)]
(3.31)

(
pV C2 V C2
pC2 Q

C
2

)
pC2 F

CJ
2 is the value added created by (C, 2) that is ultimately absorbed in country J .

Similarly
(
pJ1X

JC
12

pC2 Q
C
2

)
pC2 F

CJ
2 + pJ1F

JJ
1 is the value added created in (J, 1) that is ultimately absorbed

in country J . Therefore we can simplify (3.31) to write:10

term2 + term4 = θ

(
pV C2 V CJ

2

pV C2 V C
2

)(
pV J1 V JJ

1

P JF J

)
(3.32)

where we use the notation pV al V ab
l to denote the total value added created in (a, l) that is ultimately

absorbed as country b’s final demand. Similar simplifications can be applied to term3 and term5

to reduce (3.30) to the following:

w(v)CJ21 = θ

[(
pV C2 V CJ

2

pV C2 V C
2

)(
pV J1 V JJ

1

P JF J

)
+

(
pV C2 V CC

2

pV C2 V C
2

)(
pV J1 V JC

1

PCFC

)
+

(
pV C2 V CU

2

pV C2 V C
2

)(
pV J1 V JU

1

PUFU

)]
+

(
pJ1X

JC
12

pC2 Q
C
2

)
(σ − θ) (3.33)

Several aspects of the weighting schemes now become evident from (3.33). Firstly, under the
constant elasticity assumption (θ = σ = 1)the weight reduces to:

w(v)CJ21 =
∑

k=J,C,U

[(
pvC2 V Ck

2

) (
pvJ1 V

Jk
1

)
(pvC2 V C

2 ) (PKF k)

]
≥ 0 (3.34)

This is the same as the sum of the three terms inside the bracket in (3.33)11.Each of these terms
can be interpreted as capturing the intensity of competition between (C, 2) and (J, 1) in the three

10the derivation follows by multiplying and dividing both terms by
(
pV C2 V C2
pC2 Q

C
2

)
and rearranging.

11In fact, under the assumption of constant elasticity, all weights can be represented by a formula
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final goods markets, namely C,J and U . The higher is the intensity of competition as measured
by these terms, the higher would be the weight assigned by (C, 2) to (J, 1), since in that case a
fall in the price of (J, 1)’s value added would hurt (C, 2) more. As an example, if the last term in
(3.33)

[(
pV C2 V CU2

pV C2 V C2

)(
pV J1 V JU1

PUFU

)]
is high, it conveys that value added by (C, 2) and (J, 1) are competing

intensively in order to satisfy country U ’s final demand, so a fall in (J, 1)’s price will hurt (C, 2) to
a greater extent.

Secondly, note that w(v)CJ21 is strictly increasing in σ. Intuitively, the lower is the elasticity of
substitution between own value added and Japanese imports in (C, 2)’s production, the higher will
be the co-movement between the value added by (C, 2) and (J, 1). In this case, the weight assigned
by (C, 2) to (J, 1) will be lower, since a fall in the price of (J, 1) ’s value added, which increases
demand for output of (J, 1) , will also end up exerting a positive effect on the demand for value
added by (C, 2).

Thirdly, unlike σ, the effect of an increase in θ is ambiguous. On the one hand an increase in θ
exerts a positive effect on w(v)CJ21 via the standard expenditure switching effect-if consumers are
more willing to substitute between different goods in their consumption bundle, a fall in the price
of a substitute will decrease demand for the own good to a greater extent. On the other hand, to
the extent that the value added by (C, 2) and (J, 1) are complementary, expenditure switching
towards (J, 1)’s value added indirectly also implies a shift in expenditure towards (C, 2)’s output
and hence towards (C, 2)’s value added which is embodied in its own output. In this example the
two effects run in opposite directions.

Lastly, (3.33) and (3.34)also illustrate the restrictive nature of the weighting scheme in the
constant elasticity case. In particular the complementarity effect discussed above is not present,
and as is evident from (3.34) the weighting scheme is not flexible enough to accommodate negative
weights.

Exchange rate weights for gross output competitiveness:

With trade in intermediate inputs, competitiveness in gross output and value added can be
delinked. Similar to (3.29) we can compute a log linear approximation of the change in (C, 2)’s
gross output as follows(derivations are in the appendix). We label this measure of gross output
competitiveness “Q-REER”.

4Q−REERc
2 = Q̂c

2 = w(Q)CJ21 p̂
vJ
1 +w(Q)CJ22 p̂

vJ
2 +w(Q)CC21 p̂

vC
1 +w(Q)CC22 p̂

vC
2 +w(Q)CU21 p̂

vU
1 +w(Q)CU22 p̂

vU
2

(3.35)

mimicking (3.34), i.e.

w(v)hkls =
∑

k=J,C,U

[(
pvhl V

hk
l

) (
pvcs V

ck
s

)(
pvhl V

h
l

)
(PKF k)

]
∀h, k, s, l

This is the same as 5.27 in the case of the general model.
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Where

w(Q)CJ21 = −θ
(
pJ1X

JC
12

pC2 Q
C
2

)
+ θ

[(
pV C2 V CJ2

pV C2 V C2

)(
pV J1 V JJ1

P JF J

)
+

(
pV C2 V CC2

pV C2 V C2

)(
pV J1 V JC1

PCFC

)
+

(
pV C2 V CU2

pV C2 V C2

)(
pV J1 V JU1

PUFU

)]
= w(v)CJ21 − σ

(
pJ1X

JC
12

pC2 Q
C
2

)
(3.36)

The idea behind the “Goods-REER” measure of Bayoumi et al. (2013) is to measure competitiveness
of gross output as opposed to value added. The analogous expression in our framework is given
by (3.35), but as will be shown later, the two measures do not coincide expect in very restrictive
and/or knife edge cases.

Two differences between the value added weight w(v)CJ21 and gross output weight w(Q)CJ21

are worth highlighting. First, note that as long as the production function is not Leontief (i.e
σ 6= 0) , the gross output competitiveness weight is always lower then the value added weight
(w(Q)CJ21 < w(V )CJ21 ). This is a consequence of the fact that substitutability in the production
function which causes the weight w(V )CJ21 to increase because of the possibility of a shift occurring
from V C

2 to (J, 1)’s value added(embodied in XJC
12 ) does not affect the gross output weight w(Q)CJ21 ,

for as far as gross output is concerned the substitution between different inputs in production is
irrelevant as long as the final demand for the good increases.

Secondly note that when XJC
12 = 0, the two weights are equivalent. As will be shown in the

paper later on,this is a general result- that in the absence of intermediate inputs the gross output
and value added weighting matrices are identical.

Defining Aggregate Real Effective Exchange Rates for Countries

We compute aggregate country level REERs by exploiting information on sector level trade
flows. For comparison we also compute an alternate measure that aggregates all trade flows within
a country as is commonly done in the literature.

To derive the expression for country-level value added weights, we start with the following
decomposition of the nominal GDP of country h into its different sectoral components:

pvhV h = pvh1 V
h
1 + pvh2 V

h
2 (3.37)

Where pvh is the GDP deflator of country h. Log linearizing this equation we get:

p̂vh + V̂ h =

(
pvh1 V

h
1

pvhV h

)[
p̂vh1 + V̂ h

1

]
+

(
pvh2 V

h
2

pvhV h

)[
p̂vh2 + V̂ h

2

]
(3.38)

Since (up to a first order approximation) the change in GDP deflator is a weighted sum of
changes in the different sector level prices, the above equation reduces to

11



Table 3 – Single sector version of the 3 by 2 model

J C U JFinal CFinal Ufinal total output
J 0 X 0 X 0 0 X
C 0 0 0 X X X X
U 0 0 0 0 0 X X
VA X X X

total output X X X

V̂ h =

(
pvh1 V

h
1

pvhV h

)[
V̂ h
1

]
+

(
pvh2 V

h
2

pvhV h

)[
V̂ h
2

]
=

(
pvh1 V

h
1

pvhV h

) ∑
f∈{J,C,F}

∑
k∈{1,2}

w(v)hf1k p̂
vf
k

+

(
pvh2 V

h
2

pvhV h

) ∑
f∈{J,C,F}

∑
k∈{1,2}

w(v)hf2k p̂
vf
k


=

∑
f∈(J,C,U)

∑
k∈{1,2}

[(
pvh1 V

h
1

pvhV h

)
w(v)hf1k +

(
pvh2 V

h
2

pvhV h

)
w(v)hf2k

]
p̂vfk (3.39)

If sector level price indices are available, then (3.39) provides the most accurate measure of
competitiveness for a country as a whole. Typically however, country level REER is computed
using an aggregate country-wide price index(like the GDP deflator, CPI or some measure of unit
labor cost). To define an analogous measure in our framework we need to make an assumption
regarding the link between sector level prices and the aggregate GDP deflator of a country. We
choose to make the simplest possible assumption(which is also made implicitly throughout this
literature), namely that all sector level prices change by the same proportion as the change in the
aggregate GDP deflator. In particular,

p̂vh = p̂vh1 = p̂vh2 (3.40)

With this assumption we can simplify (3.39) to write:

V̂ h =
∑

f∈(J,C,U)

[(
pvh1 V

h
1

pvhV h

)(
w(v)hf11 + w(v)hf12

)
+

(
pvh2 V

h
2

pvhV h

)(
w(v)hf21 + w(v)hf21

)]
︸ ︷︷ ︸

wA(v)hf

p̂vf (3.41)

Here wA(v)hf denotes the aggregate(i.e country level) weight assigned by country h to country
f in the real exchange rate of country h. As is evident from (3.41), this weight is itself a weighted
sum of the weights assigned by each sector in h to each sector in f , with the weights given by the
value added shares of the sectors in h.

For comparison to the common approach in the literature we first reduce table 2 to a single
sector version by aggregating across sectors within each country in table 3.

The production functions, price indices and final demands and market clearing conditions are

12



now given as follows:

Qc =
[
(wCV )

1
σ (V c)

σ−1
σ + (wCX)

1
σ (XJc)

σ−1
σ

] σ
σ−1 (3.42)

pc =
[
(wCV )(pV c)1−σ + (wCX)(pJ)1−σ

] 1
1−σ (3.43)

Qh = V h, h ∈ {J, U} (3.44)

Consumption

F J = [(κJJ)
1
θ (F JJ)

θ−1
θ + (κCJ)

1
θ (FCJ)

θ−1
θ ]

θ
θ−1 (3.45)

FC = FCC (3.46)

FU = [(κUU)
1
θ (FUU)

θ−1
θ + (κCU)

1
θ (FCU)

θ−1
θ ]

θ
θ−1 (3.47)

P J = [(κJJ)(pJ)1−θ + (κCJ)(pC)1−θ]
1

1−θ (3.48)

PC = pC (3.49)

PU = [(κUU)(pU)1−θ + (κCU)(pC)1−θ]
1

1−θ (3.50)

QJ = XJC + F JJ

QC = FCC + FCJ + FCU

QU = FUU

The appendix shows that the weight assigned by country C to country J in this case is given by:

V̂ C = w(v)CJ p̂V J + w(v)CC p̂V C + w(v)CU p̂V U (3.51)
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w(v)CJ = σ

(
pvJXJC

pCQC

)
− θ

(
pvJXJC

pCQC

)
+ θ

(
pvCFCC

pCQC

)(
pvCFCC

pCFC

)
(3.52)

+θ

(
pvJXJC

pCQC

)(
pvCFCJ

pCQC

)(
pvCFCJ

pJF J

)
+ θ

(
pvCFCJ

pCQC

)(
pvCFCJ

pJF J

)
+θ

(
pvJXJC

pCQC

)(
pvCFCU

pCQC

)(
pvCFCU

pUFU

)
(3.53)

w(v)CC = −σ
(
pvJXJC

pCQC

)
− θ

(
pvCV C

pCQC

)
+ θ

(
pvCV C

pCQC

)(
pvCFCC

pCQC

)(
pvCFCC

PCFC

)
+θ

(
pvCV C

pCQC

)(
pvCFCJ

pCQC

)(
pvCFCJ

pJF J

)
+ θ

(
pvCV C

pCQC

)(
pvCFCU

pCQC

)(
pvCFCU

pUFU

)
w(v)CU = θ

(
pvCV C

pCQC

)(
pvCFCU

pvCV C

)(
pvUFUU

pUFU

)
(3.54)

It is evident from 3.52 and 3.41 that w(v)CJ and wA(v)CJ are not equal. The issue of the
non-equivalence of the two weighting matrices will be discussed after we have specified the general
model. For now we just want to emphasize that our weighting matrix which exploits sector level
information is unique in the literature and so a starting point to begin a comparison with other
measures in the literature is to consider the case where there is only one sector within each country.

We next move on to our general model which builds on the intuition developed from this 3 by 2
setting. After discussing the relationship to other measures in the literature based on the general
model we come back to the 3 by 2 model to show some illustrative examples.

4 The General Model

Consider a world economy comprising of n countries. There are m sectors within each coun-
try.Each country-sector is called an “entity” so that there are a total of nm entities in the world
economy.Each entity uses a production function with its own value added and a composite inter-
mediate input which can contain intermediate inputs from all mn entities including itself. The
output of each entity can be used either as a final good (consumed in any of the n countries) or as
an input by another entity.Thus there are a total of nm producers and nm + n consumers (nm
entities plus n final goods consumers) in the economy. Both the production function and final
goods consumption aggregators are nested CES(constant elasticity of substitution) aggregators
which are described in detail next.

4.1 Production

Consider the production process for entity (c, l). The production process is assumed to follow
the following three stage hierarchy:
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Stage 1

Stage 1.1 First, for each sector, inputs from all foreign countries from that sector are aggre-
gated(with a constant elasticity of substitution) to form sectoral intermediate inputs {X(f)csl}ms=1.
In other words, X(f)csl is the aggregate sector s foreign intermediate input used in production by
country c sector l

X(f)csl =

[
n∑

i=1,i 6=c

(wicsl)
1/σ1

s(c,l)(X ic
sl)

σ1s (c,l)−1

σ1s (c,l)

] σ1s (c,l)

σ1s (c,l)−1

, s = 1, 2, ..m (4.1)

Here X ic
sl denotes inputs from country i sector s used in production by country c sector l, the

w′s are aggregation weights and σ1
s(c, l) is the (constant) elasticity of substitution between different

foreign varieties of the sector s output in the production function of entity (c, l)

Stage 1.2 The Sector s import bundle is then combined with the domestic sector s input to form
the aggregate sector s input. The elasticity of substitution between these two inputs is σ1h

s (c, l).

Xc
sl =

[
(wccsl )

1/σ1h
s (c,l)(Xcc

sl )
σ1hs (c,l)−1

σ1hs (c,l) + (w(f)csl)
1/σ1h

s (c,l)(X(f)csl)
σ1hs (c,l)−1

σ1hs (c,l)

] σ1hs (c,l)

σ1hs (c,l)−1

(4.2)

With this two step framework we are allowing for a distinction between “macro”(σ1h
s (c, l)) and

“micro”(σ1
s(c, l)) elasticities for each sector, which is a feature of the data documented in the

literature(seeFeenstra et al. (2010) ).

Stage 2:

Next, these m sectoral aggregates are combined to form the aggregate intermediate input Xc
l

Xc
l =

[
m∑
s=1

(wcsl)
1/σ2(c,l)(Xc

sl)
σ2(c,l)−1

σ2(c,l)

] σ2(c,l)

σ2(c,l)−1

(4.3)

Stage 3:

Finally, the aggregate intermediate input is combined with the entity’s own value added to form
the gross output for entity (c, l) which is used both as intermediate and final good. This is denoted
by Qc

l . The elasticity of substitution between value added and aggregate intermediate is σ3(c, l)

Q.c
.l =

[
(wvcl )1/σ

3(c,l)(V c
l )

σ3(c,l)−1

σ3(c,l) + (wXcl )1/σ
3(c,l)(Xc

l )
σ3(c,l)−1

σ3(c,l)

] σ3(c,l)

σ3(c,l)−1

(4.4)

4.2 Preferences

A country specific final good is obtained by aggregating goods form all nm production entities
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in two stages.

Stage 1

Stage 1.1 Firstly, for each sector s, goods from all foreign countries are aggregated to form a
aggregate sector s final imported good for consuming country c. The elasticity of substitution for
each aggregate is θ1s(c)

F c
s (f) =

[
n∑

i=1,i 6=c

(κics )1/θ
1
s(c)(F ic

s )
θ1s(c)−1

θ1s(c)

] θ1s(c)

θ1s(c)−1

(4.5)

Stage 1.2 Each of these imported goods are then combined with the domestic goods from their
respective sector to form an aggregate sector s consumption good for country c.

Fs
c =

[
(κccs )1/θ

1h
s (c)(F cc

s )
θ1s(c)−1

θ1s(c) + (κ(f)cs)
1/θ1hs (c)(F (f)cs)

θ1hs (c)−1

θ1hs (c)

] θ1hs (c)

θ1hs (c)−1

(4.6)

Stage 2

Next, these s sectoral aggregates are combined(with constant elasticity θ2(c)) to form the
aggregate consumption good for country c

F c =

[
m∑
s=1

(κcs)
1/ρ2(c)(F c

s)
θ2(c)−1

θ2(c)

] θ2(c)

θ2(c)−1

(4.7)

4.3 Market clearing:

Gross output from an entity is absorbed either as an intermediate input or a final good(we do
not allow for inventory accumulation or any inter temporal effects). Thus the following market
clearing condition holds ∀(c, l)

Qc
l =

n∑
i=1

F ci
l +

m∑
j=1

n∑
k=1

Xck
lj (4.8)

5 Computation of effective exchange rate weighting matrices

In order to define the exchange rates we take prices and final demands in all countries as
exogenous and compute the demand for value added and gross output of different entities as
functions of prices. This is a partial equilibrium set up is common in the literature and requires
only one market clearing condition along with the different optimality conditions for production and
consumption. We start by deriving these optimality conditions. The expression for the exchange
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rates is then computed using a log linear approximation of these optimality conditions. For brevity
the log linearization and derivations are relegated to the appendix.

5.1 First order conditions

5.1.1 first order conditions for production:

V c
l = wvcl

(
pvcl
pcl

)−σ3(c,l)

Qc
l (5.1)

Xc
l = wXcl

(
qcl
pcl

)−σ3(c,l)

Qc
l (5.2)

Xc
sl = wcsl

(
qcsl
qcl

)−σ2(c,l)

Xc
l (5.3)

X ic
sl = wicsl

(
pis

q(f)csl

)−σ1
s(c,l)

X(f)csl (5.4)

Xcc
sl = wccsl

(
pcs
qcsl

)−σ1h
s (c,l)

Xc
sl (5.5)

Xc
sl(f) = w(f)csl

(
q(f)csl
qcsl

)−σ1h
s (c,l)

Xc
sl (5.6)

here qcl and qcsl are price indices corresponding to Xc
l and Xc

sl respectively and are given by:

qcl =

[
m∑
s=1

(wcsl)(q
c
sl)

1−σ2(c,l)

] 1
1−σ2(c,l)

(5.7)

q(f)csl =

[
n∑

i=1,i 6=c

(wicsl)(p
i
s)

1−σ1
s(c,l)

] 1

1−σ1s (c,l)

(5.8)

qcsl =
[
(wccsl )(p

cc
sl)

1−σ1h(c,l) + (wXcl )(q(f)csl)
1−σ1h(c,l)

] 1

1−σ1h(c,l) (5.9)

and price of gross output is given by:

pcl =
[
(wvcl )(pvcl )

1−σ3(c,l) + (wXcl )(qcl )
1−σ3(c,l)

] 1
1−σ3(c,l) (5.10)

Where pvcl is the price of value added(i.e price of factor of production) of country c sector l
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5.1.2 First order conditions for final consumption:

F ic
s = κics

(
pis

P (f)cs

)−θ1s(c)
F (f)cs (5.11)

F cc
s = κccs

(
pcs
P c
s

)−θ1hs (c)

F c
s (5.12)

F (f)cs = κ(f)cs

(
P (f)cs
P c
s

)−θ1hs (c)

F c
s (5.13)

F c
s = κcs

(
P c
s

P c

)−θ2(c)
F c (5.14)

Here P c
s and P c are price indices for sector s good and aggregate good consumed by country c,

respectively and are given by

P c
s (f) =

[
n∑

i=1,i 6=c

(κics )(pis)
1−θ1s(c)

] 1

1−θ1s(c)

(5.15)

P c
s =

[
(κccs )(pccs )1−θ

1h
s (c) + (κ(f)cl )(P (f)cs)

1−θ1hs (c)
] 1

1−θ1hs (c) (5.16)

P c =

[
m∑
s=1

(κcs)(P
c
s)

1−θ2(c)

] 1
1−θ2(c)

(5.17)

Let [A]nmXnm be the input-output coefficient matrix at the country-sector level, i.e the (i, j)thblock
which has dimension mXm is given by

[A]ijmXm =


aij11 aij12 .. aij1m
aij21 aij22 .. aij2m
: : : :

aijm1 aijm2 .. aijmm

 (5.18)

where aijsl denotes the output of (i, s) used in the production of one unit of (j, l), i.e

aijsl =
pisX

ij
sl

pjlQ
j
l

(5.19)
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Let [B]nmXnm be the corresponding total requirement matrix given by

[B]nmXnm = (Inm − [A])−1 (5.20)

Also, define the matrix [DQ]nmxnm to be a diagonal matrix with the (cl)th diagonal entry given
by 1

pclQ
c
l

5.2 Demand for value added as a function of price of value added:(GVC-REER)

The appendix shows that the demand for value added can be written as

vec
(
V̂ c
l

)
= WV vec (p̂vcl ) +WFV vec

(
F̂ c
)

(5.21)

Here
(
vec
(
V̂ c
l

))
nmX1

is the vector of changes in value added stacked across all countries and
sectors, and WV and WF are nm by nm matrices derived in the appendix. Putting the change in
final demand vec

(
F̂ c
)
to zero, the nm by nm matrix premultiplying vec (p̂vcl ) can be interpreted

as a matrix of weights for the real effective exchange rate, as it measures how the demand for
value added originating in a country-sector changes when price of value added changes in any other
entity.

Interpretation in the case with constant elasticity:

Under the assumption that all elasticities(both in production and consumption) are the same, we
can interpret the country-sector level weights purely in terms of value added trade flows. Suppose
the common elasticity is η . Without loss of generality we can assume η to be unity since it factors
out. Then the weighting matrix W can be written as(see appendix D for proof):

WV = −Inm +M1M2 (5.22)

The matrix M1 is an nm by n matrix with each row corresponding to a unique production entity.
Along this row, the n columns give the value added created by the production entity that is finally
absorbed by each country. As an example, the entry corresponding to row (i, l) and column j gives
the value added created by production entity (i, l) that is eventually absorbed in country j as a
fraction of total value added created by the production entity (i, l). Entries in this matrix can thus
be interpreted as export shares in value added terms.The corresponding mathematical expression
is12

M1((i, l), j) =
vil
∑n

c=1

∑m
s=1 b

ic
ls (pcsF

cj
s )

pvil V
i
l

(5.23)

12the raw expression form the matrixM1 is
∑n
c=1

∑m
s=1 b

ic
lsp

c
sF

cj
s

pilQ
i
l

. Multiplying and dividing by vil =
pvil V

i
l

pilQ
i
l

yields the expression below.
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Where vil =
pvil V

i
l

pilQ
i
l

.For later, it is convenient to write this expression compactly as:

M1((i, l), j) =
pvil V

ij
l

pvil V
i
l

(5.24)

where pvil V
ij
l is the value added created by production entity (i, l) that is finally absorbed in

country j.
Matrix M2 is an n by nm matrix with each column corresponding to a unique production entity

and each row containing the value added created by the entity corresponding to the column that is
absorbed in each country, as a fraction of the total final demand in that country. As an example,
the entry corresponding to column (i, l) and row j gives the value added created by production
entity (i, l) that is ultimately absorbed in country j as a fraction of total final demand of country j.
The corresponding mathematical expression is :

M2(j, (i, l)) =
vil
∑n

c=1

∑m
s=1 b

ic
ls (pcsF

cj
s )

P jF j
(5.25)

As above, it turns out to be more convenient to rewrite the above expression in short-hand
notation as follows:

M2(j, (i, l)) =
pvil V

ij
l

P jF j
(5.26)

Using the generic terms from (5.24) and (5.26)we can write the weight assignment by country
sector (h, l) to country-sector (c, s) where (h, l) 6= (c, s) as follows:

whcls =
n∑
k=1

[(
pvhl V

hk
l

) (
pvcs V

ck
s

)(
pvhl V

h
l

)
(PKF k)

]
, (h, l) 6= (c, s) (5.27)

Where we use lower case w to denote constant elasticity weights. This is a generalized form of
equation 3.34 which was derived in the context of a simplified model and the intuition is similar. In
particular, the weight assigned by country sector (h, l) to country-sector (c, s) where (h, l) 6= (c, s)

is a weighted sum of the value added created by country-sector (c, s) and absorbed by each of
the countries k(= 1, .., n), where the weights are given by the value added created by (h, l) that
is absorbed in the same country k. This captures both mutual and third country competition,
because the weight is high if both

(
pvhl V

hk
l

)
and

(
pvcs V

ck
s

)
are high, which happens when both (h, l)

and (c, s) have a high share of value added exports to country k.

Relaxing the constant elasticity Assumption

Since a full analytical characterization of the role played by different elasticities is infeasible
given the complex nature of the model, we will illustrate the role played by the different elasticities
in a series of illustrative examples in section 7. However, in order to provide some intuition the
following proposition shows the effect of a small change in elasticity on the REER weights in the
neighborhood of the constant elasticity equilibrium.
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Proposition 5.1. Suppose all production and consumption elasticities are constant and equal to σ
and θ respectively13.Then starting at the constant elasticity equilibrium, the effect of a change in
elasticity on the weight assigned by entity (h, l) to entity (c, s) is given by:

∂whcls
∂θ

= whcls −
vhl v

c
s

∑n
c1=1

∑n
c2=1

∑m
k=1 b

hc1
lk b

cc1
sk (pc1k F

c1c2
k )

pvhl V
h
l

, (h, l) 6= (c, s) (5.28)

Proof(sketch): See appendix D.

(5.28) shows that an increase in elasticity of substitution of consumption holding everything
else constant(including the production elasticity) has two opposing effects on the weight assigned
by home entity (h, l) to the foreign entity (c, s). The two terms correspond to the expenditure
switching and complementarity effect illustrated earlier with the stylized model. In particular, the
first effect (expenditure switching) is positive and is given by the constant elasticity weight whcls ,
which recall is always positive in the constant elasticity case. In addition, there is the countervailing
complementarity effect which comes from the second term on the right hand side. This term is high
when the products bhc1lk b

cc1
sk are high for various entities indexed by (c1, k), which in turn happens if

the outputs of the two entities are used together in production (i,e entities such as (c1,k) which use
the output of (c, s) as an input, also uses the output of (h, l) as an input ) .

Intuitively, when price of (c, s) decreases, its quantity demanded increases. This effect is greater
the greater is the elasticity of substitution between goods(θ). Moreover, an increase in demand for
(c, s) will end up increasing the output of (h, l) if it is highly complementary with (c, s).

The corresponding expression for the two GVC sectors in section 3 is the following:

∂wCJ21

∂θ
|θ=σ=1 = wCJ21 −

(
pJ1X

JC
12

pC2 Q
C
2

)
(5.29)

We will elaborate more on these mechanisms by the use of stylized examples.

5.3 Gross competitiveness

We also derive the demand for aggregate output as a function of price of value added(this is the
analogous to the “goods” REER measure proposed in Bayoumi et al. (2013).See appendix for steps
of proof.)

vec
(
Q̂c
l

)
= WQvec

(
p̂vcl
)

+WFQvec
(
F̂ c
)

(5.30)

Here WQ is an nm by nm weighting matrix derived in appendix C. Again putting the change in
final demand vec

(
F̂ c
)
to be zero, the nm by nm matrix premultiplying vec (p̂vcl )can be interpreted

as a matrix of weights for the real effective exchange rate with regard to gross competitiveness, i.e
it measures how the demand for output of a country-sector changes with changes in prices of other
country-sectors .This is in contrast to the first measure defined above, which looks at change in
demand for value added. (As is shown in 6.1,the two are the same in the special case where gross

13This is equivalent to assumption (A2) in section 6
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output is the same as value added, as is assumed in most of the REER measures including IMF,
FED and BIS).

Bayoumi et al. (2013) define the “Goods REER” as a measure of competitiveness of a country’s
gross output.

4log(GoodsREERi) =
∑
j 6=i

W ij
imf

(
p̂i − p̂j

)
(5.31)

where W ij
imf are the IMF weights. The analogous expression in the context of the framework

proposed in this paper(and BJ) can be obtained by setting m = 1, F̂ c = 0∀c and taking the ith row
of the following expression (5.30)

However in general (5.30) and(5.31) are not the same since as shown in the next section, the IMF
weights coincide with the weights obtained in the present framework only under fairly restrictive
conditions.

The idea behind the Integrated real exchange rate (IRER) measure proposed in Thorbecke
(2011)14 is also similar to Bayoumi et al. (2013) with the analogous expression in the present model
given by (5.30) . However they too use the IMF weighting scheme, which means that their measure
only coincides with the measure proposed in the present paper under fairly restrictive assumptions,
which we discuss in detail below.

6 Relationship to other REER weighting matrices in the literature

This section shows the link between the two REER measures proposed in the previous section
and some common REER measures in the literature with particular emphasis on whether and under
what conditions the different measures in the literature can be recovered from the more general
measures proposed here. We start by listing the various REER measures that are compared in this
section. With some abuse of terminology, we refer to the weighting matrix by the same name as the
name given to the associated REER measure by the authors(irrespective of the price index used).

1. GVC-REER and QREER are as defined in the previous section

2. IOREER(BJ):inout-output real effective exchange rates as defined by BJ in their model

3. VAREER(BJ) : value added real effective exchange rates as defined by BJ in their model. It
is a special case of IOREER with all elasticities(production and consumption) set equal to
each other.

4. GOODS-REER: as defined by Bayoumi et al. (2013) .

5. IRER: Integrated real exchange rate as proposed by Thorbecke (2011), but without lagged
dependence

14Thorbecke (2011) define their IRER measure with lag dependence. However, I ignore this feature
and refer to IRER as the Thorbecke (2011) measure without lag dependence in order to make the
measure comparable to the other measures discussed here and in the following sections

22



6. IMF-REER

As shown in Bayoumi et al. (2005) the weight assignment by country i to country j in the
IMF’s REER measure is given by:

W ij
imf = (αm + αs)W

ij
imfm + (αc)W

ij
imfc + (αT )W ij

imfT (6.1)

where αm,αs, αc, andαT are shares of manufactures, (non-tourism) services, commodities, and
tourism in overall trade.

Assumptions:

(A1)m = 1. i.e, each country has only one sector
(A2)Elasticities are the same across consumption and production entities

1. σ1
s(c, l) = σ1∀s, c, l

2. σ1h
s (c, l) = σ1∀s, c, l

3. σ2(c, l) = σ2∀c, l

4. σ3(c, l) = σ3∀c, l

5. θ1s(c) = θ1∀s, c

6. θ1hs (c) = θ1∀s, c

7. θ2(c) = θ2∀c

(A3)all elasticities(in both consumption and production) are the same

• σ1 = σ2 = σ3 = θ1 = θ2

(A4)No intermediates in production and only final goods are traded.
(A5)All trade flows comprise of trade in manufacturers and non tourism services, i.eαc = αT = 0

Proposition 6.1.

1. Under (A1) and (A2):

GVC-REER =IOREER

2. Under (A1) ,(A2) and (A3):

GVC-REER=IOREER=VAREER

3. Under (A1), (A2),(A3) and (A4):

GVC-REER=Q-REER=IOREER=VAREER

4. Under (A1), (A2), (A3),(A4) and (A5)

IMF-REER = GVC-REER=Q-REER=IOREER=VAREER=GOODSREER=IRER15

15
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proof: see appendix.
In general , the GVC-REER measure(or any of the measures defined by BJ) does not reduce to

the common measures currently is use, such as those of the FED(Loretan (2005)), BIS(see Klau
et al. (2008)) or IMF(Bayoumi et al. (2005)). Certain parallels can however be drawn between the
IMF measure and the GVC-REER (and BJ) measure as shown in part 4 of proposition 6.1.

Building Country-level REER From Ground Up:

Value added weights at the country level

This section provides a method to aggregate the country-sector level weights derived above and
defines country level weights analogous to the ones commonly discussed in the literature. We show
that the aggregated weights so derived in general do not correspond to any of the ones proposed
in the literature except in knife edge cases. This is attributable to the fact that our measure
exploits inter-sectoral linkages between countries to provide a more comprehensive measure of
competitiveness then what can be obtained by using just country level data.

To derive the expression for country-level value added weights, we start with the following
decomposition of the nominal GDP of country c into its different sectoral components:

pvcV c =
m∑
l=1

pvcl V
c
l (6.2)

log linearizing this equation we get:

p̂vc + V̂ c =
m∑
l=1

(
pvcl V

c
l

pvcV c

)[
p̂vcl + V̂ c

l

]
(6.3)

Stacking the n equations in (6.3) we can write the system in matrix notation as:

vec (p̂vc)nX1 + vec
(
V̂ c
)
nX1

= RV

[
vec (p̂vcl )nmX1 + vec

(
V̂ c
l

)
nmX1

]
(6.4)

where

(RV )nXnm =


SV1 0

′
m .. 0

′
m

0
′
m SV2 :

: .. :

0
′
m 0

′
m .. SVn

 (6.5)

(a) As mentioned before, note that the IMF uses CPI to compute REER, but in this section we
will use IMF-REER to denote total effective exchange rates computed with IMF weights but
using the GDP deflator, to make the measure comparable with other measures proposed here
and in BJ
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and
(
SVi
)
1Xm

=
(
pvi1 V

i
1

pviV i
,
pvi2 V

i
2

pviV i
, .., p

vi
mV

i
m

pviV i

)
and 0m is an m by 1 matrix of zeros. By definition the

change in the GDP deflator is the weighted sum of change in ints components and hence (6.4)
reduces to

vec
(
V̂ c
)
nX1

= RV

[
vec
(
V̂ c
l

)
nmX1

]
(6.6)

using (5.21) in (6.6) and imposing vec
(
F̂ c
)

= 0 as before we get:

vec
(
V̂ c
l

)
= RVWV vec (p̂vcl ) (6.7)

Defining the two measures of country level value added exchange rates:

When sector level price indices are available, (6.7) defines the change in the country level
GVC-REER(C), i.e

4log(GV C −REER(C)) = WV (C)vec (p̂vcl ) (6.8)

Where the n by nm matrix WV (C) = RVWV is the weighting matrix which can be interpreted
as follows: the weight assigned by country i to country j sector l is itself a weighted sum of the
weights assigned by each sector of country i to (j, l), with the weights being proportional to the
country i sector’s share of value added as a fraction of total value added by country i

WV (C)ijl =
m∑
s=1

(
pvis V

i
s

pviV i

)
(WV )ijsl (6.9)

Sector level prices are often not available for many countries. In such cases we need a further
approximation. In particular, we need to assume a mapping between sector level prices and GDP
deflator i.e between p̂vc and {p̂vcl }Ml=1. We make the relatively uninformed assumption that all
sectoral level prices change in the same proportion as the aggregate GDP,i.e we make the following
assumption16

Assumption (AP):

p̂vj = p̂vjl ∀l∀j (6.10)

Using this assumption we can write the relationship between the vector of GDP deflators and
sector level price indices as:

vec
(
p̂vjl

)
= Rgvec

(
p̂vj
)

(6.11)

16note that in a world with price rigidity and producer currency pricing this assumption is satisfied
automatically.
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where Rg = In⊗ 1m. This constitutes our second measure of country level value added exchange
rate, GVC-REER(CG)

4log(GV C −REER(CG)) = WV (CG)vec (p̂vc) (6.12)

where WV (CG) = RVWVRg is an n by n matrix of weights

Link to other measures in the literature:

Our second measure of country level exchange rates which uses only the GDP deflator (GVC-
REER(CG)) has an n by n weighting matrix as all other measures in the literature and we can
hence make a comparison with them.

Given the country-sector level weights(WV ), the country level weights (WV (CG)) have an
intuitive interpretation. The weight assigned by country i to country j is a weighted sum of the
weights assigned by each sector of country i to each sector of country j, with the weights being
proportional to the home sector’s share of value added as a fraction of total home value added.

WV (CG)ij =
m∑
s=1

(
pvis V

i
s

pviV i

)( m∑
k=1

(WV )ijsk

)
(6.13)

These country level weights defined here are different from others proposed in the literature in
several respects as will be discussed in the following sections. The closest to our measure is the
one by Bems and Johnson (2012) who also take into account the input-output linkages in their
measure and define weights in terms of value added, but do not exploit sector level linkages across
countries. Because of the greater information used in our measure, it is in general different from
their VAREER and IOREER, even under the assumption of all elasticities being the same. The
following proposition shows that even under the constant elasticity assumption, GVC-REER(CG)
and VAREER differ from each other except in special cases.17

Condition 5.1

vi
n∑
c=1

bicF cj =
m∑
l=1

vis

n∑
c=1

m∑
s=1

biclsF
cj
s ∀i, j (6.14)

or, in stacked matrix notation:

diag[V c]nXn[Bc]nXn[FC ]nXn = (MV )nXnmdiag[V c
l ]nmXnm[B]nmXnm[F c

l ]nmXn (6.15)

MV = In ⊗ 1
′
m

17We make the comparison with Bems and Johnson (2012) because it is the closest to our
framework.Although they do not allow for sector level linkages in their theoretical model, in the
empirical implementation of their model they do use sector level linkages from Johnson and Noguera
(2012) by making some simplifications.(However their simplification only works in the constant
elasticity case.).
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Proposition 6.2.

The country level weights (WV (CG)) defined above reduces to VAREER (and IOREER) weights
defined in Bems and Johnson (2012) if either of the 2 conditions below are satisfied.

1. (A2),(A3) and condition 5.1

2. (A3),(A4) and θ1 = θh1 = θ2

The proof is given in appendix D. The first part of the proposition shows that outside of the
knife-edge case in which the above condition is satisfied, the GVC-REER(CG) weights which
exploit inter-sectoral linkages between countries will dominate the VAREER measure even under
the constant elasticity assumption(they would of course differ if elasticities are different even if the
first condition in the proposition is satisfied). Intuitively, condition (6.14) is satisfied if different
sectors within a country are “symmetric” vis-a vis their input-output linkages with the rest of the
world, for in that case aggregation across sectors within a country will be a closer approximation to
the behavior of each individual sector. The next section will provide an example to illustrate the
role played by the condition in aggregating weights at the country level.

The second part of the proposition shows that differences between GVC-REER and VAREER
vanish when there is no trade in intermediates. This shows that if there is no trade in intermediates,
then aggregating trade flows across sectors within a country does not lead to any loss of information
as far as computation of real effective exchange rate is concerned. Intuitively, if all production
by all entities involves only own value added and no intermediates, then there is no asymmetry
between sectors within a country with regard to the foreign value added embodied in their output
(which is zero in all cases) and hence aggregation does not lead to any loss of relevant information.

Goods exchange rate at country level

Following a similar procedure to the one used for task exchange rates, we can define weights and
exchange rates for goods at the country level:

4log(QREER(C)) = WQ(C)vec (p̂vcl ) (6.16)

4log(QREER(CG)) = WQ(CG)vec (p̂vc) (6.17)

where WV (C) = RVWV , WV (CG) = RVWVRg and RQis defined analogous to RV as follows

RQ =


SQ1 0

′
m .. 0

′
m

0
′
m SQ2 :

: .. :

0
′
m 0

′
m .. SQn

 (6.18)
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Table 4 – Input output table for 7.1

J C U J final C final U final Total output
J 0 1 0 1 0 0 2
C 0 0 0 0.1 0.1 1 1.2
U 0 0 0 0 0 1 1

Value added 2 0.2 1
Total output 2 1.2 1

and
(
SQi

)
1Xm

=
(
pi1Q

i
1

piQi
,
pi2Q

i
2

piQi
, .., p

i
mQ

i
m

piQi

)
18

7 Illustrative Examples

This section presents some examples to illustrate the different aspects of the weighting matrices
derived above and compare them to other measures proposed in the the literature.

Example 7.1. Three country world with limited trade in intermediate inputs:

Consider the following 3 country one sector example where the input output linkages are
restricted to just one non zero entry. Country C imports intermediates from country J, puts in own
value added and sells the output to all the three countries as final output. Table 4 displays the
associated input-output table.

In this simplified example only 2 elasticities are relevant, namely σ3 (elasticity of substitution
between C’s value added and intermediate input from J in C’s gross output) and θ1 (Elasticity of
substitution between final goods in the final consumption basket of all countries. For simplicity,
this elasticity is assumed to be common across countries).

Consider the weight assigned by country C to country J, WCJ , which measures the change in
demand for value added by C when price of value added by J changes. A decrease in pvJ affects
the demand for C’s value added via 2 channels. Firstly, with regard to final goods consumption,
a decrease in pvJ leads to a shift towards J’s value added(and goods containing value added by J,
namely the gross output of C) in the final goods consumption bundle of all countries. The strength
of this effect depends on θ1. A higher θ1 means that goods are more substitutable in the final
goods consumption bundle of countries and hence the shift towards J’s value added will be more
pronounced when its price decreases.

Secondly,with regard to intermediate goods and production mix, a decrease in the price of J’s
value added leads to a shift towards J’s value added and a shift away from C’s value added in the
production function of C. The strength of this effect depends on σ3. The higher is this elasticity,
the higher is the shift towards J’s value added in C’s production(at the expense of C’s own value
added) and hence higher is the fall in demand for C’s value added.

As a result of these two effects WCJ is an increasing function of σ3 and a decreasing function
of θ1, as was pointed out in proposition (5.1). Interestingly, when θ1 is sufficiently high and σ3 is

18here pi can be interpreted as the price index of gross output produced by country i.
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Table 5 – Comparison of weights under different measures for example 7.1

GVC-REER=IOREER VAREER Q-REER GOODS-REER IMF Weights
(PWW,BJ) (BJ) (PWW) (BST) (BLS)

WJC -0.04 0.19 -0.04 1.0 1.00
WJU 1.04 0.80 1.04 0 0
WCJ -0.25 0.54 -4.07 -3.40 0.26
WCU 1.25 0.45 5.07 4.40 0.73
WUJ 0.83 0.83 0.83 0.83 0
WUC 0.16 0.16 0.16 0.16 1

key
PWW Patel, Wang, Wei(2013)
BJ Bems and Johnson (2012)
BST Bayoumi et al. (2013)
BLS Bayoumi et al. (2005)

sufficiently low, WCJ may indeed be negative, something that the IMF weights or the Value aded
weights in BJ do not allow for.

Table 5 presents weights based on different schemes for this example when σ3 = 1.5, θ1 = 5. (as
is done by the IMF and others, weights are normalized so that own weight is -1 and is not reported)
.

Several aspects of the differences in the weighting schemes are noteworthy. Firstly, note that
there are no negative weights in the IMF and the VAREER weighting matrix. In fact it can
be easily shown that these weighting schemes are not flexible enough to accommodate negative
weights under any circumstances. Next, note from column 1 that WJC and WCJ are negative in the
GVC-REER measure. As discussed above, this is a consequence of the input output structure and
a combination of a relatively high θ1 (=5) and low σ3 (=1.5). Column 3 illustrates that as far as
gross output is concerned, the magnitude of the negative weight assigned by country C to country
J is much larger. This is because only the first effect discussed above(i.e shift in final demand)
affects gross output, whereas the second effect(shift towards intermediate composition) does not
affect the gross output measure.

The constant elasticity assumption is overly restrictive can also be noted from the observation
that the VAREER(BJ) weight which does take into account trade in intermediates does worse than
the IMF weight which ignores it,although both have the wrong sign.

Column 4 shows that the Goods-REER measure of Bayoumi et al. (2013) falls somewhere in
between the GVC-REER and the Q-REER measures(columns 1 and 3) so that it measures neither
gross output competitiveness nor value added competitiveness but some arbitrary combination of
the two. Although the aim in Bayoumi et al. (2013) is to capture gross competitiveness, they fall
short of doing so because their measure uses the IMF weighting scheme which does not account
for trade in intermediates. This aspect is further illustrated by the fact that the GOODS-REER
measure(which in turn inherits this property from the IMF measure) assigns a value of 0 to WJU

because there is no direct trade between J and U. However, J’s value added does reach U via C
and so the correct weighting matrix must have WJU 6= 0.
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Figure 7.1
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Lastly, note form the last two rows of table 5 that the weights assigned by country U to the
remaining two countries are the same in all the measures except IMF. This is a consequence of
the fact that the US trades in only final goods and all its production comprises entirely of its own
value added.

Figure 7.1 shows how the weight assigned by C to J changes with the elasticities. The top left
figure plots WCJ for three measure(GVC-REER, VAREER(BJ) and IMF) for different values of σ3
with θ1 fixed at 1.5. Top right picture plots the same weights for different values of θ1 with σ3 fixed
at 5.Bottom left figure shows a 3D plot of WCJ for the GVC-REER measure for different values of
σ3 and θ1 while the bottom right augments this graph by adding a surface each for VAREER and
IMF weights.

Example 7.2. A three country 2 sector world:

This example is an extension of example 7.1 which will be used to illustrate the role of aggregation
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Table 6 – IO table and elasticities for example 7.2

J C U JFinal CFinal Ufinal total output
J1 J2 C1 C2 U1 U2

J J1 0 0 0 2 0 0 1 0 0 3
J2 0 0 0 0 0 0 1 0 0 1

C C1 0 0 0 0 0 0 0 2 0 2
C2 0 0 0 0 0 0 0.5 0.5 2.5 3.5

U U1 0 0 0 0 0 0 0 0 2 2
U2 0 0 0 0 0 0 0 0 1 1

VA 3 1 2 1.5 2 1
total output 3 1 2 3.5 2 1

Elasticities:
σ1 = 2, σ2 = 2 ,σ3 = 2, θ1 = 5, θ2 = 5

Table 7 – GVC-REER weights at country-sector level(raw) for example7.2

J1 J2 C1 C2 U1 U2

J1 -2.36 0.86 0.38 -0.169 0.86 0.43
J2 2.57 -3 0 0.43 0 0
C1 0.571 0 -1 0.4 0 0
C2 -0.338 0.28 0.571 -2.4 1.3 0.65
U1 1.30 0 0 0.97 -3.18 0.90
U2 1.30 0 0 0.97 1.81 -4.0

and comment on the practice of normalization of weights.In each country we now have two distinct
production sectors. The main object of attention will be country C which is assumed to have two
sectors that are different with regard to their production function. Sector 1(C1) uses its own value
added and produces only final goods absorbed at home. Sector 2 (C2) operates downstream and
uses intermediates from a different country and produces only a final good. The elasticities and
input-output table is given in table 6below.

Table 6 displays the full 6X6 country-sector level weighting matrix (which is not normalized
to illustrate the mechanics of aggregation based on equation (6.13) later on). In line with the
observations made in example 7.1, C2 and J1 are found to attach negative weights to each other.
Table 8 shows the weights at the country level. As can be seen from the country level weighting
matrix, the negative weights disappear when sectors are aggregated by country.To understand
the intuition behind this, table 9 shows a 2 by 2 sub matrix from table 8 which contains weights
assigned by sectors in C and J to each other, along with the value added and gross output shares
of the respective sectors, derived from table 6.

Note that the aggregate country weight WCJ is a combination of the 4 sector level weights (in
line with (6.13)). Since in value added terms the size of C1 and J1 is higher compared to C2 and

Table 8 – GVC-REER weights at country level for example7.2

J C U
J -1.24 0.26 0.97
C 0.30 -1.14 0.83
U 1.30 0.97 -2.27
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Table 9 – 2X2 weighting matrix for example 7.2

J1 J2 value added share gross output share
C1 0.571 0 0.57 0.36
C2 -0.338 0.28 0.43 0.64

value added share 0.75 0.25
gross output share 0.75 0.25

Table 10 – Summary of different weights at country-country(normalized) example 7.2

GVC-REER IO-REER VAREER Q-REER GOODS-REER IMF Weights
(PWW) (BJ) (BJ) (PWW) (BST) (BLS)

WJC 0.21 0.41 0.69 0.21 1 1
WJU 0.78 0.58 0.30 0.79 0 0
WCJ 0.26 0.29 0.56 -0.80 0.25 0.53
WCU 0.73 0.71 0.44 1.80 0.75 0.47
WUJ 0.57 0.36 0.36 0.57 0.36 0
WUC 0.42 0.63 0.63 -0.42 0.63 1

J2 respectively, the country level GVC-REER weight is likely to be dominated by WJ1C1 , which is
positive(0.57)19

Table 10 provides a summary of country-level weights assigned by different measures in the
literature alongside the weighting matrices proposed in the preceding sections(now the weights
are normalized to make the comparison easier). Unlike the case with GVC-REER weights, note
that Q-REER which focuses on gross output does end up assigning negative weights (see row 3
containing WCJ) even at the country level, the intuition for which is again clear form noting that in
terms of gross output shares the dominant sectors are J1 and C2 so the country level weight WCJ is
likely to be dominated by the weight assigned by C2 to J1, which is negative(-0.338) However as in
the previous example since the GOODS-REER measure uses IMF weights, it does not completely
account for the input-output linkages and hence offers a different weight from our Q-REER measure.

More on aggregation:

To focus exclusively on the role of aggregation we now set all elasticities equal to one.Table
11 shows the country-level input output table derived from the general country- sector level IO
table. The country level IO table is what is used to compute weights when inter-sectoral flows are
ignored, as is common in the literature. Table12 gives the weights under the two difference schemes,
GVC-REER and the corresponding measure derived from a country level IO table, which we call
A-REER(for aggregate).Note that in theory the A-REER measure is equivalent to VAREER in
Bems and Johnson (2012).

The difference between the 2 weighting matrices can be illustrated using WCU as an example.
WCU is an increasing function of value added by C that is ultimately absorbed in country U .By
exploiting sector level information the GVC-REER measure recognizes that all the exports from

19the number 0.3 can be recovered from (6.13) as follows
WCJ = 0.57(WCJ

11 +WCJ
12 ) + 0.43(WCJ

21 +WCJ
22 )=0.57(0.571 + 0) + 0.43(−0.338 + 0.28) ' 0.3

32



Table 11 – Country level IO table for example 7.2

table 6.2.6 J C U J final C final U final Total output
J 0 2 0 2 0 0 4
C 0 0 0 0.5 2.5 2.5 5.5
U 0 0 0 0 0 3 3

Value added 4 3.5 3
Total output 4 5.5 3

Table 12 – GVC-REER and VAREER weights (raw,constant elasticity)

GVC-REERC A-REER
WJC 0.18 0.27
WJU 0.19 0.12
WCJ 0.20 0.32
WCU 0.16 0.25
WUJ 0.25 0.16
WUC 0.19 0.28

Table 13 – Normalization and the role of aggregation

Raw Weights Normalized weights
GVC-REER A-REER(raw) GVC-REER A-REER

WJC 0.18 0.27 0.48 0.69
WJU 0.19 0.12 0.51 0.37
WCJ 0.20 0.32 0.55 0.56
WCU 0.16 0.25 0.44 0.43
WUJ 0.25 0.16 0.57 0.36
WUC 0.19 0.28 0.43 0.63
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C to U are associated with sector C2, which uses foreign (J) value added (and therefore less of
its own value added)and hence it tends to reduce the weight assigned by C to U. The aggregate
measure on the other hand looks at aggregate country -level data and as a result attributes a higher
amount of value added by C in its exports to U (because C2 has a higher fraction of own value
added). As a result, WCU is higher under the aggregate measure compared to GVC-REER.Table
13 shows a comparison between normalized and raw weights under the two measures. Note that
now the ordering in WCU is reversed and the GVC-REER measure assigned a higher weight than
A-REER.This undesirable feature is a consequence of the arbitrariness involved in normalization
and highlights its drawbacks.

8 Estimation of Elasticities

The examples in the previous section have shown that the different elasticities of substitution
are key parameters in computing the REER weights. In this section we take up the task of
estimating these elasticities. The availability of input output tables at previous year prices in the
World Input Output Database(WIOD) allow us to estimate elasticities used in the computation
of weights instead of assuming all elasticities to be unity as is done in the literature .We use the
framework pioneered in Feenstra (1994) and subsequently used in Broda and Weinstein (2006) and
Soderbery (2013) to estimate the different elasticities used in the CES aggregators for production
and consumption which also enter the expression for the real exchange rate. We start with a brief
overview of the framework followed by a discussion of how the estimation in carried out in the
context of out model.

8.1 Framework

The approach used here will be based on recent work by Soderbery (2013) which outlines
certain drawbacks in the preceding two papers and proposes an estimator which outperforms them.
Consider a generic CES Armington aggregator defined as follows:

Dt =

[∑
k∈K

(wk)
1/η(Dkt)

η−1
η

] η
η−1

(8.1)

The objective is to estimate the demand elasticity η. The double differenced demand equation
in terms of expenditure shares is given by20:

4rln(skt) = −(η − 1)4rln(pkt) + εrkt (8.2)

where 4rln(xkt) = 4ln(xkt)−4ln(xrt) and 4ln(xjt) = ln(xjt)− ln(xj(t−1)), x = s, p r is called
a reference variety and is typically chosen to the the one with the largest share .skt is the expenditure
share of the kth variety and is given by:

20see Soderbery (2013) , Broda and Weinstein (2006) or Feenstra (1994) for further details including
the actual derivation
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skt =
pktDkt∑
k∈K pktDkt

(8.3)

Next, given a supply curve with elasticity ρ, the supply curve in terms of differenced shares and
prices can be written as:

4rln(pkt) =

(
ρ

1 + ρ

)
4rln(skt) + δrkt (8.4)

If the demand and supply disturbances are independent across time, then the 2 equations can
be multiplied and scaled to yield:

Ykt = θ1Z1kt + θ2Z2kt + ukt (8.5)

where Ykt = (4rln(pkt))
2 ,Z1kt = (4rln(skt))

2,Z2kt = (4rln(pkt))(4rln(skt)),and ukt =
εrktδ

r
kt

1−φ .
Further, the parameters of this regression model can be mapped to the primitive parameters of

the demand and supply system as follows:
φ = ρ(η−1)

1+ρη
∈ [0, σ−1

σ
)

θ1 = φ
(η−1)2(1−φ) θ2 = 2φ−1

(η−1)(1−φ)
Consistent estimates of θ1 can be obtained by using the moment condition E(ukt) = 0, where

consistency relies on T →∞.21 If standard procedures (2SLS or LIML) yields a value of θ1 that
gives imaginary values for η and ρ or values with the wrong sign, then the grid search or the
non-linear search method of Soderbery (2013) can be used.

8.2 Implementation:

We construct sectoral price indices for all cells in the WIOD input output table using the tables
in previous year prices. For a fixed production entity(identified by the country-sector pair (c, l))
and a fixed sector s, the table 14 shows how the estimation of the different elasticities in the model
maps onto the procedure outlined above.

Table 14

D Dk pk
Production elasticities

σ1
s(c, l) (X(f)csl) (Xkc

sl ) pks
σ1h
s (c, l) (Xc

sl) (Xcc
sl ), (X(f)csl) pks

σ2(c, l) (Xc
l ) (Xc

kl) qckl
σ3(c, l) (Qc

l ) (Xc
l , V

c
l ) (pcl , p

vc
l )

Consumption elasticities
θ1s(c) (F (f)cs) (F kc

s ) pks
θ1hs (c) (F c

s ) (F c
s ), (F (f)cs) pks

θ1(c) (F c) (F c
k ) P c

k

21Given the nature of the data, the value of T is typically very small. For example Soderbery
(2013) uses an unbalanced panel with 15 years of data
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9 Data

We use recently released data form the World inout-Output Database(WIOD) which was
developed by a consortium of eleven European research institutions with funding from the European
Commission. The database consists of a time series of input-output tables covering 40 countries
and 35 sectors from 1995-201122. The data is available in both current and previous year prices
which enables us to compute price indices for different entries in the input-output table. A detailed
description of this database can be found in Timmer and Erumban (2012). As documented by
these authors,the database in more precise than previous attempts in the literature (for instance
Johnson and Noguera (2012)) as it uses less approximations and more detailed trade data23.

10 Results

10.1 Elasticity Estimation

To minimize the effect of outliers we winsorize the data at the 10th and 90th percentiles. Further,
we propose to use the bootstrap median as our point estimate since we find this to be more stable
than the MLE in our simulations. Table 20 in the appendix reports the moments of the sample
bootstrap distribution obtained using 50 draws. In table 16 we report estimates across different
country and sector groups.

10.1.1 Benchmark Calibration:

As shown in table 16 we find substantial heterogeneity in the elasticities across country and
sector groups. The p-values for the null of equality of medians across samples is often insignificantly
different from zero. For our benchmark calibration of consumption elasticities we pool across sectors
and split countries into two groups, OECD and non-OECD. For production elasticities we pool
across countries and split sectors into primary, secondary and tertiary. thus we use 16 different
elasticities in the benchmark calibration. These are highlighted in bold. (15 in table 16 and one in
table 20, namely σ3=1.015).

22The full set of countries and sectors is listed in appendix I
23for instance, unlike Johnson and Noguera (2012) who use a proportionality assumption to split

intermediate and final goods imports, the WIOD uses detailed data from com-trade to distinguish
trade flow into the different categories.
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Table 15 – Comparison of median elasticities across different country and sector groups

Consumption Elasticity Production Elasticity
θ1 θ1h θ2 σ1 σ1h σ2 σ3

country group(size)
OECD(28) 7.75 3.38 1.35 NA 7.78 4.05 1.046

Non-OECD(13) 17.80 9.45 1.925 NA 7.02 3.38 0.99
Europe(29) 8.22 7.60 1.536 NA 7.30 4.03 1.00
Asia(7) 14.28 1.78 1.499 NA 7.75 3.16 1.076

Americas(4) 9.1035 37.75 1.1822 NA 7.81 2.80 1.16
p(OECD,non-Oecd) 0.00*** 0.074* 0.266 NA 0.22 0.074* 0.3677

observations 1435 41 41 1435 1453 41

sectors
primary(2) 13.98 NA NA 12.25 8.19 4.76 NA

secondary(15) 14.23 NA NA 5.81 8.02 4.36 NA
tertiary(18) 7.75 NA NA 9.14 7.29 3.22 NA

p(secondary, tertiary) 0.00*** NA NA 0.00*** 0.34 0.00*** NA

Notes: p(a,b) denotes the p-value for the null hypothesis that the medians are constant for a and
b using Moods chi squared test.Tests for σ1 are based only on 2 countries(i.e 2450(=2*35*35)
observations). Agriculture and mining are classified as primary sectors while the rest are split into
manufacturing(secondary, 15 sectors) and services(tertiary, 18 sectors).
For p values, “***”,”**” and “*” denote significance at 1%, 5% and 10% level respectively

10.2 Multilateral Exchange rates

In this section we illustrate the properties of our different REER indices using a series of figures,
focussing mostly on country level exchange rates

Figure 10.1 illustrates the different kinds of REER indices that we generate using our framework
taking the example of USA. The first plot displays 8 different country REER indices that can be
constructed using the framework developed in this paper. Four of these(solid lines) are value added
exchange rate indices and the other four are indices for gross output. The eight indices can also be
seen as two groups of four indices each corresponding to the constant elasticity(ce) and benchmark
elasticity(bm) calibration. Here we use normalized versions of the weighting matrices, the rationale
for which we will discuss below. All indices are in logs and normalized to zero at the start of the
sample period so the value on the y axis can be read as the percentage deviation from the start of
the sample. The second plot illustrates how each of the 8 indices in the first plot can be split into
35 sectoral components using The benchmark GVC-REER as an example.

For reference , figure J.1 in appendix J shows the 8 indices for all 40 countries in the sample.
Several interesting observations are worthy of mention. Firstly, note that there is substantial
heterogeneity across the indices which speaks to the importance of incorporating trade in inter-
mediate goods. Secondly, we note that the 8 indices, although different, show high comovement
for most countries. The notable exception is China. Here a comparison of the red dotted line and
the pink solid line for instance shows that although there was an appreciation in China’s value
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added exchange rate(GVC-REER(BM)) in the initial part of the sample, if we impose the constant
elasticity assumption and look at China’s gross output instead of value added, the conclusion seems
to be the opposite. China is a country that shows the most disparity across REER indices and we
will discuss and illustrate them in the remainder of this section.

As mentioned before, our framework also allows us to compute exchange rates at the sector
level to gauge competitiveness of individual sectors within a country. Figure 10.2 some sector level
exchange rates for select countries. As can be seen in the figure, we find evidence of substantial
heterogeneity across movements in competitiveness within countries. For Mexico for instance
we find that although the aggregate exchange rate appreciates through the sample period, the
REER for the financial intermediation sector indicates depreciation, implying an increase in its
competitiveness even as the overall competitiveness of the economy falls.

We next illustrate the role of different aspects of our REER indices in isolation. Figure 10.3
Shows a comparison of constant elasticity and benchmark elasticity GVC_REER indices for 7
countries. The figure clearly shows the dramatic increase in the volatility of REER when moving
from Cobb douglas case(constant elasticity) to the case where more realistic elasticities estimated
from the data are incorporated 24. This is the reason we chose to display indices based on normalized
weights in figure 10.1.

Due to the high volatility of the REER with heterogenous elasticities, a mere visual comparison
between the two indices is not informative. In order to illustrate the role played by heterogenous
elasticities we therefore define a statistic to qualitatively capture the differences in REER based on
constant and heterogenous elasticity. For each entity (e) and for each year, we create a variable det
which takes the value one if the GVC-REER constant elasticity and heterogenous elasticity (with
benchmark calibration) indices move in opposite directions and zero otherwise.

det = 1 (sign(4GV C −REER(BM)t) 6= sign(4GV C −REER(CE)t)) (10.1)

We then compute the mean of det for each e across all time periods and to define the “Divergence
index” for entity e as follows:

de =

∑T
t=2 d

e
t

T − 1
(10.2)

Note that de takes the value zero if the two REER measures always agree in their direction of
movement and takes the value of 1 if they never agree, i.e always move in opposite directions.

Table 17 summarizes the distribution of the divergence index for country level exchange rates.
A large fraction of countries (21) never see a divergence between the two measures. The maximum
number of times the measures move in opposite directions is 3, which is still a small fraction (20%)
of the total number of years. This happens for Slovenia. Our main takeaway from these statistics
is that incorporation of heterogenous elasticity do not significantly alter the REER indices at the

24The same pattern holds in a comparison of constant and heterogenous elasticities indices for
Gross output competitiveness as well (These results are not reported.)
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Figure 10.1 – REER indices for USA
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Notes: This figure illustrates all the different REER indices that we compute using our framework
taking the case of USA as an example. This first plot shows the 8 indices at the aggregate(country)
level and the second plot shows how each of the 8 can be further split into 35 sectoral components.
All indices are in logs and normalized to zero at the start of the sample period so the reading on
the value on the y axis can be read as the percentage deviation from the start of the sample.
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Figure 10.2 – Sector level Exchange rates along with Aggregate country REER for select countries
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Notes:All indices are in logs and normalized to zero at the start of the sample period so the reading
on the value on the y axis can be read as the percentage deviation from the start of the sample.
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Figure 10.3 – The role of heterogenous elasticities
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Notes:All indices are in logs and normalized to zero at the start of the sample period so the reading
on the value on the y axis can be read as the percentage deviation from the start of the sample.
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Table 16 – Divergence index for Countries

de number of countries
0.21 1
0.14 4
0.07 15
0 21

total=41

Figure 10.4 – Divergence index at the country-sector level
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Histogram of divergence index for 1435 country−sectors

country level to the extent that one is interested in studying the direction of movements in REER.
The story however is different when we go to more disaggregated level of sectors within each

country. Here we find examples where the 2 measures disagree on sign in as many as 10 (67%) of the
time periods. Figure 10.5 displays a histogram plot of the divergence index for 1435 country-sector
pairs, and figure 10.5 shows some examples where the two measures have the highest disparity.

Next, we consider the role of using sector level price indices in isolation. Figure 10.6 plots the
GVC-REER indices based on benchmark indices using sector level prices alongside the same indices
constructed using an aggregate price index(namely the GDP deflator) for select countries.While
there is very little difference between the two indices for some countries(notably Japan and the UK)
the divergence is substantial for countries like China, Turkey and India. The difference is most
stark when the indices move in opposite directions(as is the case for these three countries at various
points in the sample), as it shows that ignoring sector level information can lead to an error in
computing not only the magnitude but also the direction of exchange rate movement. For instance,
in 2003, while the GDP deflator based REER indicates a depreciation, the more comprehensive
REER based on sector level prices actually indicates an appreciation of the Chinese REER.Similar
instances are also observed for other countries, most notably for India and Turkey as shown in
figure 10.6.
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Figure 10.5 – Examples with high divergence between constant elasticity and Heterogenous elasticity GVC-REER
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Figure 10.6 – The role of sector level price indices
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10.3 Application: Bilateral Real Exchange Rates:

Bilateral real exchange rate(RER) is commonly used to gauge competitiveness as well as cost of
living differentials between countries. Based on the the insights gained from the previous sections
we argue that if the goal is to measure competitiveness of one country vis-s-vis the other then the
standard RER measures computed using an aggregate price index(such as those in Chinn (2006))
like the GDP deflator can be misleading since they ignore sector level linkages between the countries.
In particular, the bilateral real exchange rate between countries h and f is defined as follows:

RERhf = p̂f − p̂h (10.3)

where p̂f and p̂h are changes in aggregate (country wide) price indices measured in a common
currency. If one is interested in interpreting the RER as a measure of competitiveness, then this
measure can be inaccurate as the following example shows

Consider a two country word where each country has two sectors. There is no trade in intermediate
goods and production comprises entirely of own value added. Table 18 shows how the final demand
is distributed across sectors.

Table 17 – IO table for bilateral RER

C U CFinal Ufinal total output
C1 C2 U1 U2

C C1 0 0 0 0 1 1 2
C2 0 0 0 0 3 0 3

U U1 0 0 0 0 0 1 1
U2 0 0 0 0 0 1 1

VA 2 3 1 1
total output 2 3 1 1

Suppose in addition, p̂v(c1) = −0.01, p̂v(c2) = 0.02, p̂v(u1) = 0, p̂v(u2) = 0(all prices are in a
common currency, so nominal exchange rate is already incorporated)

Change in China’s GDP deflator is given by:

p̂v(c) =
2

5
p̂v(c1) +

3

5
p̂v(c2) = 0.008 (10.4)

Change in US GDP deflator is zero, since

p̂v(u) =
1

2
p̂v(u1) +

1

2
p̂v(u2) = 0 (10.5)

Based on the conventional RER definition using and aggregate country level price index,

ˆRER
US−CH

= p̂v(c)− p̂v(u) = 0.008 (10.6)

and hence the conventional RER measure would indicate an increase in competitiveness of the US.
This however is misleading since the entire price change comes from China’s sector 2 which does not
compete with any of the US sectors. Moreover, the Chinese sector which does compete with the US
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Table 18 – Weighting matrix for bilateral RER example

C1 C2 U1 U2

C1 -3.54 1.88 0.83 0.83
C2 1.25 -1.25 0 0
U1 1.67 0 -3.33 1.67
U2 1.67 0 1.67 -3.33

is C1, which actually experiences a decrease in its price, so the correct measure of competitiveness
must signal an appreciation of the US exchange rate against China, not a depreciation as measured
by the standard RER in 10.3.

Our framework to compute effective exchange rates can be easily modified to adjust these
bilateral RERs to better reflect movements in competitiveness. We define our bilateral RER
measure, the “GVC-RER” as follows

GV C −RERhf =
m∑
i=1

vhi

[
m∑
j=1

whhij p̂
vh
j +

m∑
j=1

whfij p̂
vf
j

]
(10.7)

herevhi =
pvhi V hi∑m
j=1 p

vh
j V hj

is the share of sector i in country h’s total value added, so that
∑m

i=1 v
h
i = 1.

The ws are weights that are analogous to the GVC-REER weights.
Table 19 gives the GVC-REER weighting matrix . Based on our proposed measure, we have

ˆGV C −RERUS−CH =
1

2
(−0.0167) +

1

2
(−0.0167) = −0.01 (10.8)

Hence the two measures differ not just in magnitude but also the sign. The conventional measure
shows a depreciation whereas the new measure shows an appreciation that is consistent with
intuition.

Figure 10.7 Shows the comparison of the two RER measures for China against the G7 countries.In
computing these indices, the weights are normalized so that the sum of the home country and
foreign country weights are equal in magnitude, as is the case with the standard RER measure.
Unlike in the GVC-REER effective exchange rate computation, here the normalization of weights
cannot be avoided, since otherwise the GVC-RER measure would be dominated by home prices
because home sectors(especially the own sector) on average carry much higher GVC-REER weights.

It can be seen that there are substantial differences between the two measures for some country
pairs. For China’s bilateral exchange rate against the US for instance, whereas the standard RER
shows a U shaped pattern, the GVC-REER shows a secular appreciation during the sample period,
indicating that price movements during this period have meant that China has lost competitiveness
against the US steadily.
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Figure 10.7 – Comparison of GVC-RER and standard RER bilateral exchange rates for China
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Notes:All indices are in logs and normalized to zero at the start of the sample period so the reading
on the value on the y axis can be read as the percentage deviation from the start of the sample.

11 Conclusion

This paper proposes a theoretical framework to compute real effective exchange rates(REER) as
a measure of competitiveness by incorporating four features that have been typically overlooked in
the literature and that we show are likely to lead to mis-measurement in competitiveness. Firstly,
we distinguish between trade by end use category(i.e intermediate vs final). Recognizing that
with trade in intermediate inputs, value added and gross output become delinked , we define and
compute REER indices to quantify competitiveness both in terms of gross output(Q-REER) and
value added(GVC-REER). Secondly, we go beyond aggregate REERs for countries and compute
REERs for individual sectors within countries. We are able to do so by exploiting detailed sector
level trade flows in the data and by specifying a general multi-country multi-sector model on the
theoretical side. Thirdly, we construct sector level price indices and use these in our REER indices
instead of relying on the more coarse country level price indices like CPI, GDP deflator or some
measure of unit labor cost. Fourthly, we explicitly estimate and incorporate different elasticities of
substitution in production functions and final demand aggregators in our REER indices, which is a
significant improvement from the typical practice of assuming all elasticities to be unity as is done
in the literature. We illustrate the importance of each of these additions using illustrative examples
as well as actual REER indices computed using data from the World Input-Output Database
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(WIOD) and outline the conditions under which our general framework nests the other measures in
the literature.

We take our framework to the data by utilizing detailed input-output and final use tables from
the World Input-Output Database(WIOD). We compute REER indices for 40 countries and 1435
country-sector pairs for the period 1995-2009 and display various aspects of our REER measures
and contrast them with other measures in the literature.

In addition to addressing the issue of competitiveness in a comprehensive manner, we see two
other important auxiliary contributions of the paper. Firstly, our modeling of the production and
consumption aggregators is the most comprehensive in the literature and allows for features like
intermediate inputs and several elasticities of substitution including a distinction between macro
and micro elasticities that has been shown to be a feature of the data(see Feenstra et al. (2010)).
Although we worked with a static partial equilibrium model in this paper in order to best address
the primary question of interest, the model can be easily extended to a dynamic general equilibrium
setting to study other important issues in international macroeconomics including international
transmission of shocks. Secondly, this is the first paper to our knowledge that has taken up the
task of estimating elasticities of substitution comprehensively by making a distinction between
consumption and production elasticities on the one hand and micro and macro elasticities on the
other. Since even the most advanced empirical estimates of elasticities available in the literature to
date do not distinguish between production and consumption elasticities(see for instance Broda
and Weinstein (2006), Soderbery (2013) or Feenstra et al. (2010)), DSGE models aiming to study
the role of production sharing are often missing a key component in their calibration.25We believe
our elasticity estimates provide a first step toward filling this void.
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Appendix

A Computation of linearized expression for V̂ C
2 and QC

2 in section 3.

From (5.15) and (6.7) we get:

Q̂C
2 = V̂ C

2 +

(
pJ1X

JC
12

pV C2 V C
2

)(
−σp̂V J1 + σp̂C2

)
(A.1)

Using the linearized first order conditions for final goods consumption (A.2) in the market
clearing condition (B.1) we get:

Q̂C
2 =

(
pC2 F

CC
2

pC2 Q
C
2

)
F̂CC
2 +

(
pC2 F

CJ
2

pC2 Q
C
2

)
F̂CJ
2 +

(
pC2 F

CU
2

pC2 Q
C
2

)
F̂CU
2

=

(
pC2 F

CC
2

pC2 Q
C
2

)
(−θp̂C2 + θP̂C + F̂C) +

(
pC2 F

CJ
2

pC2 Q
C
2

)
(−θp̂C2 + θP̂ J + F̂ J) (A.2)

+

(
pC2 F

CU
2

pC2 Q
C
2

)
(−θp̂C2 + θP̂U + F̂U) (A.3)

Using the expressions for the linearized CPIs ((B.6) (B.7) and (B.22) )) as well as (B.15) we can
write (A.2) as follows:

50



Q̂c
2 = w(Q)CJ21 p̂

vJ
1 + w(Q)CJ22 p̂

vJ
2 + w(Q)CC21 p̂

vC
1 + w(Q)CC22 p̂
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2 + w(Q)CU21 p̂

vU
1 + w(Q)CU22 p̂
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2 (A.4)

Where
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(A.5)
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(A.6)
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)
From (A.1) and (A.4) we can write the demand for value added by (C, 2) as a function of prices

as follows:

V̂ c
2 = w(v)CJ21 p̂

vJ
1 + w(v)CJ22 p̂

vJ
2 + w(v)CC21 p̂

vC
1 + w(v)CC22 p̂

vC
2 + w(v)CU21 p̂

vU
1 + w(v)CU22 p̂

vU
2 (A.8)

where
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w(V )CJ21 = w(Q)CJ21 + σ
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where
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w(V )CJ12 = w(V )CU11 = w(V )CU12 = 0

other expressions for the weighting matrix:

Q̂C
1 =

(
−θ + θ

pc1F
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)
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pC2 Q
C
2

)(
pC2 F

CC
2

PCFC

)
p̂V C2 + θ

(
pJ1X

JC
12

pC2 Q
C
2

)(
pC2 F

CC
2

PCFC

)
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Solution of the single sector version of the model:

Final demand:

F̂ fh = −θp̂fs + θP̂ h + F̂ h, (h, f) ∈ {(C,C), (J, J), (U,U), (C, J), (C,U)} (A.12)

Linearizing the expressions for the CPIs in the three countries((B.2)-(B.3)) we get:
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P̂U =

(
pCFCU

PUFU

)
p̂C +

(
pUFUU

PUFU

)
p̂V U (A.13)

P̂C = p̂C (A.14)

P̂ J =

(
pJF JJ

P JF J

)
p̂J +

(
pCFCJ

P JF J

)
p̂C (A.15)

The first order conditions for production are as follows:

XJC
12 = wX

(
pJ1
pC2

)−σ
Qc

2

V C
2 = = wV2

(
pV C2

pC2

)−σ
Qc

2

These along with the production function (6.6) and its associated price index can be linearized
as follows:

X̂JC = −σp̂J + σp̂C + Q̂C (A.16)

V̂ C = −σp̂V C2 + σp̂C2 + Q̂C
2 (A.17)

Q̂C =

(
pV CV C

pCQC

)
V̂ C
2 +

(
pV JXJC

pCQC

)
X̂JC (A.18)

p̂C =

(
pV CV C

pCQC

)
p̂V C +

(
pV JXJC

pCQC

)
p̂V J (A.19)

Next, the market clearing conditions (4.8) and (5.14) can be linearlized as follows:

Q̂C =

(
pCFCC

pCQC

)
F̂CC +

(
pCFCJ

pCQC

)
F̂CJ +

(
pC2 F
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2
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Q̂J =

(
pJ1X

JC

pJQJ

)
X̂JC +

(
pJF JJ

pJQJ

)
F̂ JJ (A.21)

Using these linearized first order and market clearing conditions we can derive an expression for
change in demand for value added by country C(equation (D.13) and (D.1) )

B Log Linearization:

A note on notation:

• for any variable Y ab
cd , vec

(
Y ab
cd

)
denotes a vector with all components of Y ab

cd stacked together

• The stacking order is as follows:d, c, b, d i,e first the home sector index changes, followed by
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foreign sector, followed by home country and finally foreign country

– vec
(
Y b
cd

)
, vec

(
Y ab
c

)
etc are defined accordingly.

• Examples in a 2 by 2 case(m = n = 2)

– vec
(
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)
= (Y 11
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2
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2
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′

This appendix contains the log linearized first order and market clearing conditions and organizes them in stacked
matrix notation which will be useful in deriving the results that follow. A variable with a “̂” denotes log deviation
from steady state.

Log linearizing and stacking components of production function and price indices:
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Final goods consumption first order conditions:
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F̂ ics = −θ1s(c)(p̂is − ˆP (f)s
c
) + ˆF (f)s

c
(B.10)

F̂ ccs = −θ1hs (c)(p̂cs − P̂s
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c
(B.11)

ˆF (f)cs = −θ1hs (c)(P̂ (f)cs − P̂s
c
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c
(B.12)

F̂ cs = −θ2(c)(P̂ cs − P̂ c) + F̂ c (B.13)

We can combine these 4 conditions to write:
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We can now stack the above n2m equations to write a single matrix equation as follows:
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Where Y1 = 1n ⊗ Inm,Y2 = In ⊗ 1n ⊗ Im,Y3 = 1n ⊗ In ⊗ 1m, � is the element by element multiplication operator
for two vectors and JF (x) is an n2m by 1 vector with ones in all indices that satisfy the condition x and zero
elsewhere.

Combining this with (B.9) and (B.8),
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Log linearizing Production first order conditions:
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i
s + σ1

s(c, l)
ˆq(f)

c

sl + X̂(f)csl

X̂cc
sl = −σ1h

s (c, l)p̂cs + σ1h
s (c, l)q̂csl + X̂c

sl

ˆXc
sl(f) = −σ1h

s (c, l)q̂(f)csl + σ1h
s (c, l)q̂csl + X̂c

sl

X̂c
sl = −σ2(c, l)q̂csl + σ2h(c, l)q̂cl + X̂c

l

X̂ic
sl = −σ1

s(c, l)p̂
i
s +

(
σ1
s(c, l)− σ1h

s (c, l)
) ˆq(f)

c

sl +
(
σ1h
s (c, l)− σ2(c, l)

)
q̂csl

+
(
σ2(c, l)− σ3(c, l)

)
q̂cl + σ3(c, l)p̂cl + Q̂cl

X̂cc
sl = −σ1h

s (c, l)p̂cs +
(
σ1h
s (c, l)− σ2(c, l)

)
q̂csl

+
(
σ2(c, l)− σ3(c, l)

)
q̂cl + σ3(c, l)p̂cl + Q̂cl

These n2m2 equations can be stacked to write

vec
(
X̂ic
sl

)
n2m2

= −JX(i 6= c)
[
C1vec

(
σ1
s(c, l)

)
nm2X1

]
�
[
C3vec(p̂

i
s)nmX1

]
− JX(i = c)

[
C1vec

(
σ1h
s (c, l)

)
nm2X1

]
�
[
C3vec(p̂

i
s)nmX1

]
+ JX(i 6= c)

[
C1

(
vec

(
σ1
s(c, l)

)
nm2X1

− vec
(
σ1h
s (c, l)

)
nm2X1

)]
� [C1q̂(f)

c
sl]

+
[
C2

(
vec

(
σ2(c, l)

)
nmX1

− vec
(
σ3(c, l)

)
nmX1

)]
� [C2q̂

c
l ]

+
[
C1vec

(
σ1h
s (c, l)

)
nm2X1

− C2vec
(
σ2(c, l)

)
nmX1

]
� [C1q̂

c
sl]

+
[
C2vec

(
σ3(c, l)

)
nmX1

]
�
[
C2vec(p̂

i
s)nmX1

]
+ C2Q̂

c
l

where C1 = 1n ⊗ Inm2 ,C2 = 1n ⊗ In ⊗ 1m ⊗ Im,C3 = In ⊗ 1n ⊗ Im ⊗ 1m. JX(y) is an n2m by 1 vector with ones
in all indices that satisfy the condition y and zero elsewhere.

Combining this with (B.2) - (B.6) we get:
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vec
(
X̂ic
sl

)
n2m2

= ZXvec(p̂
i
s)nmX1 + C2Q̂l

c
(B.22)

where

ZX = −JX(i 6= c)
[
C1vec

(
σ1
s(c, l)

)
nm2X1

]
� [C3] (B.23)

− JX(i = c)
[
C1vec

(
σ1h
s (c, l)

)
nm2X1

]
� [C3]

+ JX(i 6= c)
[
C1

(
vec

(
σ1
s(c, l)

)
nm2X1

− vec
(
σ1h
s (c, l)

)
nm2X1

)]
� [C1WXH ]

+
[
C2

(
vec

(
σ2(c, l)

)
nmX1

− vec
(
σ3(c, l)

)
nmX1

)]
� [C2W2XPW1XP ]

+
[
C1vec

(
σ1h
s (c, l)

)
nm2X1

− C2vec
(
σ2(c, l)

)
nmX1

]
� [C1W1XP ]

+
[
C2vec

(
σ3(c, l)

)
nmX1

]
� [C2]

Next, linearizing the production function we have:

vec
(
Q̂c
l

)
= (Dv)nmXnm

(
vec
(
V̂ c
l

))
nmX1

+ (DX)nmXnm vec
(
X̂c
l

)
(B.24)

vec
(
p̂cl
)

= Dvvec (p̂vcl ) +DXvec (q̂cl ) (B.25)

(here Dv and DX are nmXnm diagonal matrices denoting the shares of value added and
intermediate inputs in the production of different goods , i.e the lcth diagonal entry of Dv is pvcl V

c
l

pclQ
c
l

and that of DX is qclX
c
l

pclQ
c
l
.We can use (B.5) and (B.6) in (B.25)to obtain the following expression

linking price of gross output and price of value added:

vec
(
p̂cl
)

= (I −DXW2XPW1XP )−1DV vec
(
p̂vcl
)

(B.26)

Log-linearizing the market clearing condition:

the market clearing conditions (4.8) can be linearized as:

Q̂i
j =

n∑
h=1

m∑
l=1

X ih
jl

Qi
j

X̂ ih
jl +

n∑
h=1

F ih
j

Qi
j

F̂ ih
j (B.27)

As before, these can be written in stacked form by creating matrices SX and SF from the above
equations to yield:

vec
(
Q̂c
l

)
= (SF )nmXn2m vec

(
ˆ
F fc
s

)
+ (SX)nmXn2m2 vec

(
X̂fc
sl

)
(B.28)

C Derivations of the expressions for GVC-REER and Q-TREER((5.21) and (5.30))

From (B.28) and (B.22) we get

vec
(
Q̂c
l

)
[Inm − SXC2] = (SXZX + SFZF ) vec (p̂cl ) + SFY3vec

(
F̂ c
)

(C.1)
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using (B.26) in (C.1)and rearranging we get:

vec
(
Q̂c
l

)
= [Inm − SXC2]

−1 (SXZX + SFZF ) (I −DXW2XPW1XP )−1DV vec
(
p̂vil

)
(C.2)

+ [Inm − SXC2]
−1 SFY3vec

(
F̂ i
)

this is equation (5.30) in the main text.
Next, starting from the linearized production function vec

(
Q̂c
l

)
= Dvvec

(
V̂ c
l

)
+DXvec

(
X̂c
l

)
we first use (B.3) and (B.2)to get:

vec
(
Q̂c
l

)
= Dvvec

(
V̂ c
l

)
+DXW2XXW1XXvec

(
X̂ ic
sl

)
(C.3)

substituting (B.22) in (C.3) and rearranging we get:

vec
(
Q̂c
l

)
[I −DXW2XXW1XXC2] = Dvvec

(
V̂ c
l

)
+DXW2XXW1XXZXvec (p̂cl ) (C.4)

It can be shown that W2XXW1XXC2 = I and hence [I −DXW2XXW1XXZ4Z6] = Dv so that the
above expression simplifies to:

vec
(
Q̂c
l

)
= vec

(
V̂ c
l

)
+D−1V DXW2XXW1XXZX (I −DXW2XPW1XP )−1DV vec

(
p̂vcl
)

(C.5)

eliminating vec
(
Q̂c
l

)
from (C.2) and (C.5) we get:

vec
(
V̂
c
l

)
=

{(
Inm − SXC2

)−1 (
SF ZF + SXZX

)
−D

−1
v DXW2XXW1XXZX

} (
I −DXW2XPW1XP

)−1
DV vec

(
p̂
vc
l

)
(C.6)

+
(
I − SXZ4Z6

)−1
SF Y3vec

(
F̂
c
)

It is easy to show the following identities:

(Inm − SXC2)
−1 = D−1Q BDQ (C.7)

(I −DXW2XPW1XP )−1 = B′ (C.8)

Substituting (C.7)and (C.8)in (C.6) we get (5.21) in the main text, with:

WV =
[
D−1Q BDQ(SFZF + SXZX)−D−1V DXW2XXW1XXZX

]
B′DV (C.9)

D Proofs of Propositions

D.1 Sketch of Proof of Proposition 5.1

In this appendix we sketch the proof of proposition 5.1. Since the underlying intuition is preserved in the case
with m = 1, we will sketch the proof for this simplified case.
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The expression for the weighting matrix is given by:

w =
{
D−1Q BDQ (SFZF + SXZX)−D−1v DXW2XXW1XXZX

}
B′DV (D.1)

As shown in proposition (6.1), under the constant elasticity assumption and m = 1, the GVC-REER weighting
matrix reduces to VAREER weighting matrix defined in Bems and Johnson (2012), which according to equation (18)
in that paper is given by

w = −I +D−1Q BDQSFM2B
′Dv (D.2)

define the matrices

Z1 = Z4 = 1n ⊗ In ≡M2

Z2 = Z5 = In ⊗ 1n ≡M1

Under the constant elasticity assumption, from (B.23) and (B.15) we have:

ZX = σ(M2 −M1) (D.3)

ZF = θ(M2WFP −M1) (D.4)

Taking the partial derivative of (D.1) wrt θ

∂w

∂θ
= D−1Q BDQSF (M2WFP −M1)B

′DV (D.5)

using (D.2) in (D.5) , the following relationship hold for the off diagonal elements of w

∂wij

∂θ
= wij −

[
D−1Q BDQSFM1B

′DV

]
ij
, i 6= j (D.6)

Simplifying the last term in the above expression gives (5.28) in the main text.

D.2 Proof of Proposition (6.1):

Part 1.

the GVC-REER weighting matrix under (A2) is given by:

WV =
{
(I − SXZ4Z6)

−1 −D−1
v DXW2XXW1XXZX

}(
I −DXW2XpW1Xp

)−1
DV (D.7)

where
ZX = σ1(Z4W1XP − Z5) + σ2(Z4Z6W2XPW1XP − Z4W1XP ) + σ3(Z4Z6 − Z4Z6W2XPW1XP )

with

Z1 = 1n ⊗ Inm , Z2 = In ⊗ (1n ⊗ Im), Z3 = In ⊗ 1m, (Z4)n2m2Xnm2 = 1n ⊗ Inm2 , (Z5)n2m2Xnm =

In ⊗ 1n ⊗ Im ⊗ 1m and Z6 = (In ⊗ 1m)⊗ Im
for m = 1, the different matrices in the above equation simplify as:
Z1 = Z4 = 1n ⊗ In ≡M2

26

Z2 = Z5 = In ⊗ 1n ≡M1

26in this section the matrices M1 and M2 are as defined in Bems and Johnson (2012) and are
different from the ones define earlier in this paper.
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Z3 = Z6 = In

W2FP = W2XX = W2XP = In

DXW1Xp = Ω′, where Ω is the country level input output matrix with Ωij =
piXij
pjQj

ZX = σ1(Z4W1XP − Z5) + σ2(Z4Z6W2XPW1XP − Z4W1XP ) + σ3(Z4Z6 − Z4Z6W2XPW1XP )

= σ1(M2W1XP −M1) + σ2(M2W1XP −M2W1XP ) + σ3(M2 −M2W1XP )

= σ1(M2W1XP −M1) + σ3(M2 −M2W1XP ) (D.8)

ZF = θ1(Z1W1FP − Z2) + θ2 (Z1Z3W2FPW1FP − Z1W1FP )

= θ1(M2WFP −M1)

substituting all these in the expression for ZV clp we get

W V = −θ1 (I − SXM2)
−1 SF (M1 −M2WFP )(I − Ω′)−1DV

+ (I − SXM2)
−1 SX [σ1(M2W1XP −M1) + σ3(M2 −M2W1XP )] (I − Ω′)−1DV

− D−1V DXWX [σ1(M2W1XP −M1) + σ3(M2 −M2W1XP )] (I − Ω′)−1DV

This is the same as equation (33) in section 5 of Bems and Johnson (2012) IOREER-BJ.
part 2 and 3 follow directly from Bems and Johnson (2012).

Part 4:

the IMF manufacturing weights are given by (Bayoumi et al. (2005))

W ij
imfm =

∑
k w

iksjk∑
k w

ik(1− sik)
(D.9)

where sjk = salesjk∑
l sales

lk and wik = salesik∑
n sales

in (salesij denotes gross sales from country i to country
j)

substituting the expressions for sjk and wik in W ij and simplifying we get:

W ij
imfm =

1

T imfmi

∑
k

(
salesik∑
n sales

in

)(
salesjk∑
l sales

lk

)
(D.10)

where

T imfmi = 1−
∑
k

(
salesik∑
n sales

in

)(
salesik∑
l sales

lk

)
(D.11)
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From parts 1-3 we know that under (A1),(A2) TEER and VAREER-BJ are equivalent and given
by equation (24) in BJ which is reproduced below.

W ij
BJ =

1

TBJi

∑
k

(
pivV ik

P ivV i

)(
pjvV jk

P kF k

)
(D.12)

with TBJi =
∑

k

(
pivV ik

P ivV i

)(
pivV ik

PkFk

)
under the assumption of no intermediates (A3)we have:

• piv = pi,Qi = V i,V ik = F ik

• salesik = pivV ik = piV ik

•
∑

n sales
in =

∑
n p

ivV in = pivV i

•
∑

l sales
lk =

∑
l p
lvV lk = P kF k

Substituting these in (D.10) and (D.11)
W ij
imfm = W ij

BJ

Finally, using αc = αT = 0 we have
W ij
imf = W ij

BJ

the equivalence of IMF-REER to GOOD-SREER and IRER follows in a straightforward manner
from the respective papers(Bayoumi et al. (2013) and Thorbecke (2011))

D.3 Proof of Proposition 6.2

Part 1

We start with the following expression for GVC-REER weights at the country-sector level (D.7).
under the constant elasticity assumption:

ZX = −Z5 + Z4Z6 (D.13)

ZF = −Z2 + Z1Z3W2FPW1FP (D.14)

Here, without loss of generality we can assume that the elasticity is 1.

(I − SXZ4Z6)
−1 = D−1Q BDQ ≡ λ (D.15)

(I −DXW2XPW1XP )−1 = B′ (D.16)

substituting (D.13),(D.14),(D.15) and (D.16) in (D.7)

WV =
[
(λ(SFZF + SXZX)−D−1

V DXW2XXW1XXZX

]
B′DV

= λSFZ1Z3W2FPW1FPB
′Dv +

[
λSXZ4Z6 − λ (SFZ2 + SXZ5)−D−1

V DXW2XXW1XXZX

]
B′DV (D.17)
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Using the identities SFZ2 + SXZ5 = I and DV −DXW2XXW1XXZX = (I − A)′ = B′−1, we can
show that the second term in (D.17) is the identity matrix, so that (D.17) reduces to:

WV = −Inm + λSFZ1Z3W2FPW1FP [Bc
l ]
′Dv (D.18)

= −Inm +M1mM2m

where

M1m = λSFZ1Z3

M2m = W2FPW1FP [Bc
l ]
′Dv

Next, the country level weights (which correspond to VAREER in Bems and Johnson (2012))
are given by:

W 1
V =

{(
I − S1

XZ
1
4Z

1
6

)−1 (
S1
FZ

1
F + S1

XZ
1
X

)
− (D1

v)
−1D1

XW1XXZ
1
X

}(
I −D1

XW1Xp

)−1
D1
V (D.19)

(where the superscript 1 on the matrices on the RHS of (D.19) indicates that the matrix
corresponds to the case where m = 1)

Following steps similar to those used to derive (D.18) we can get an analogous expression:

W 1
V

= −In + λ1S1
FZ

1
1Z

1
3W

1
1FP [Bc]′Dv (D.20)

= −In +M1M2

where

M1 = λ1S1
FZ

1
1Z

1
3 (D.21)

M2 = W 1
1FP [Bc]′D1

v

the 2 country level weights are equal iff

RVWVRg = WV (CG) (D.22)

‘
Since RVRg = In, a necessary and sufficient condition for (D.22) to hold is :

(RVM1m)(M2mRg) = M1M2 (D.23)
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(RVM1m)ij =
n∑
c=1

m∑
l=1

m∑
s=1

(
visb

ic
slF

cj
l

pviV i

)

(M2mRg)ij =
n∑
c=1

m∑
l=1

m∑
s=1

(
vjsb

jc
slF

ci
l

P iF i

)

(M1)ij =
n∑
c=1

(
vibicF cj

pviV i

)
(M2)ij =

n∑
c=1

(
vjbjcF ci

P iF i

)

here vis =
(
pvis V

i
s

pisQ
i
s

)
.

From these expressions it is clear that the condition (D.23) is satisfied for all values if and only if

vi
n∑
c=1

bicf cj =
m∑
l=1

vis

n∑
c=1

m∑
s=1

biclsF
cj
s ∀i, j (D.24)

or stacking these conditions in matrix notation:

diag[vc]nXn[Bc]nXn[FC ]nXn = (MV )nXnmdiag[vcl ]nmXnm[Bc
l ]nmXnm[F c

l ]nmXn (D.25)

which is the same as (6.14) in the main text.

Part 2:

Under (A3), (A4) and θ1 = θ2 (=1(wlog)) we have,
diag[vc]nXn = [Bc]nXn = In,

diag[vcl ]nmXnm = [Bc
l ]nmXnm = Inm

(MV )nXnm[F c
l ]nmXn = [FC ]nXn

with these simplifications condition (D.25) is automatically satisfied and hence GVC-REER(CG)
is equivalent to VAREER.

(D.26)
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E Bootstrap moments of elasticities

Table 19 – Summary of Bootstrap moments Winsorized estimates

Consumption Elasticities Production Elasticities
θ1 θ1h θ2 σ1 σ1h σ2 σ3

15th percentile 1.774 1.174 1.04 1.65 1.782 1.008 0.867
median 9.876 7.438 1.527 7.88 7.7 3.816 1.015

85th percentile 82.535 65.550 4.73 67.22 37.607 14.553 1.501
sample size 1435(=35*41) 41 41 2450 1435 1435 41

Note: the table reports the percentiles of bootstrap medians, for example, for θ1, 1.774 is the 15th
percentile of the distribution of medians of the 1435 θ1 bootstrap distributions. We propose this
quantity as our point estimate as they are more stable than the LIML point estimate. The moments
reported above are based on 50 iterations.
statistics for σ1 in this and the next table are based only on observations for 2 countries(China and
the US), i.e <5percent of the total number of possible observations. To estimate all observations it
will take about 60 hours.

F Description of matrices defined in the main text with examples for the case with

n = m = 2

This appendix includes details of each of the matrices as they appear in the text, including
dimension and content. As always, n stands for the number of countries and m for the number of
sectors within each country. An example with n = m = 2 is provided in each case.

F.1 Matrix (W1XX)nm2Xn2m2

(W1XX)nm2Xn2m2 = [
(
W 1

1XX

)
nm2Xnm2 ,

(
W 2

1XX

)
nm2Xnm2 , .., (W

n
1XX)nm2Xnm2 ] (F.1)

(W i
1XX)nm2Xnm2 =


(diag(W i1

1XX))m2Xm2 0m2Xm2 .. 0m2Xm2

0m2Xm2 (diag(W i2
1XX))m2Xm2 .. 0m2Xm2

: : : :

0m2Xm2 0m2Xm2 .. (diag(W in
1XX))m2Xm2


(F.2)

(W
ij
1XX)m2X1 =

[{(
p11X

ij
11

qj11X
j
11

)
,

(
p11X

ij
12

qj12X
j
12

)
, ..,

(
p11X

ij
1m

qj1mX
j
1m

)}
, ..,

{(
p1mX

ij
m1

qjm1X
j
m1

)
,

(
p1mX

ij
m2

qjm2X
j
m2

)
, ..,

(
p1mX

ij
mm

qjmmX
j
mm

)}]

65



Example with n = m = 2

W 11
1XX =

[(
p11X

11
11

q111X
1
11

)
,

(
p11X

11
12

q112X
1
12

)
,

(
p12X

11
21

q121X
1
21

)
,

(
p12X

11
22

q122X
1
22

)]
W 12

1XX =

[(
p11X

12
11

q211X
2
11

)
,

(
p11X

12
12

q212X
2
12

)
,

(
p12X

12
21

q221X
2
21

)
,

(
p12X

12
22

q222X
2
22

)]
W 21

1XX =

[(
p21X

21
11

q111X
1
11

)
,

(
p21X

21
12

q112X
1
12

)
,

(
p22X

21
21

q121X
1
21

)
,

(
p22X

21
22

q122X
1
22

)]
W 22

1XX =

(
p21X

22
11

q211X
2
11

)
,

(
p21X

22
12

q212X
2
12

)
,

(
p22X

22
21

q221X
2
21

)
,

(
p22X

22
22

q222X
2
22

)

W 1
1XX =



(
p11X

11
11

q111X
1
11

)
0 0 0 0 0 0 0

0
(
p11X

11
12

q112X
1
12

)
0 0 0 0 0 0

0 0
(
p12X

11
21

q121X
1
21

)
0 0 0 0 0

0 0 0
(
p12X

11
22

q122X
1
22

)
0 0 0 0

0 0 0 0
(
p11X

12
11

q211X
2
11

)
0 0 0

0 0 0 0 0
(
p11X

12
12

q212X
2
12

)
0 0

0 0 0 0 0 0
(
p12X

12
21

q221X
2
21

)
0

0 0 0 0 0 0 0
(
p12X

12
22

q222X
2
22

)



W 2
1XX =



(
p21X

21
11

q111X
1
11

)
0 0 0 0 0 0 0

0
(
p21X

21
12

q112X
1
12

)
0 0 0 0 0 0

0 0
(
p22X

21

q121X
1
21

)
0 0 0 0 0

0 0 0
(
p22X

21
22

q122X
1
22

)
0 0 0 0

0 0 0 0
(
p21X

22
11

q211X
2
11

)
0 0 0

0 0 0 0 0
(
p21X

22
12

q212X
2
12

)
0 0

0 0 0 0 0 0
(
p22X

22
21

q221X
2
21

)
0

0 0 0 0 0 0 0
(
p22X

22
22

q222X
2
22

)


WXX = [W 1

1XX ,W
2
1XX ]

F.2 Matrices (W2XX)nmXnm2 and (W2Xp)nmXnm2 ((W2XP )nmXnm2=(W2XX)nmXnm2)

(W2Xp)nmXnm2 =


(
W 1

2Xp

)
mXm2 0mXm2 .. 0mXm2

0mXm2

(
W 2

2Xp

)
mXm2 .. 0mXm2

: : :

0mXm2 0mXm2 ..
(
W n

2Xp

)
mXm2

 (F.3)
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(
W i

2Xp

)
mXm2 =

((
W i,1

2Xp

)
mXm

,
(
W i,2

2Xp

)
mXm

, ..,
(
W i,m

2Xp

)
mXm

)
(F.4)

(
W i,k

2Xp

)
mXm

= diag

(
qik1X

i
k1

qi1X
i
1

,
qik2X

i
k2

qi2X
i
2

, ..,
qikmX

i
km

qimX
i
m

)
(F.5)

Example with n = m = 2

(
W 1,1

2Xp

)
mXm

=

(
q111X

1
11

q11X
1
1

0

0
q112X

1
12

q12X
1
2

)
(
W 1,2

2Xp

)
mXm

=

(
q121X

1
21

q11X
1
1

0

0
q122X

1
22

q12X
1
2

)
(
W 2,1

2Xp

)
mXm

=

(
q211X

2
11

q21X
2
1

0

0
q212X

2
12

q22X
2
2

)
(
W 2,2

2Xp

)
mXm

=

(
q221X

2
21

q21X
2
1

0

0
q222X

2
22

q22X
2
2

)

(
W 1

2Xp

)
mXm2 =

(
q111X

1
11

q11X
1
1

0
q121X

1
21

q11X
1
1

0

0
q112X

1
12

q12X
1
2

0
q122X

1
22

q12X
1
2

)
(
W 1

2Xp

)
mXm2 =

(
q211X

2
11

q21X
2
1

0
q221X

2
21

q21X
2
1

0

0
q212X

2
12

q22X
2
2

0
q222X

2
22

q22X
2
2

)

(W2Xp)nmXnm2 =


q111X

1
11

q11X
1
1

0
q121X

1
21

q11X
1
1

0 0 0 0 0

0
q112X

1
12

q12X
1
2

0
q122X

1
22

q12X
1
2

0 0 0 0

0 0 0 0
q211X

2
11

q21X
2
1

0
q221X

2
21

q21X
2
1

0

0 0 0 0 0
q212X

2
12

q22X
2
2

0
q222X

2
22

q22X
2
2


Matrix (W1XP )nm2Xnm

(W1XP )nm2Xnm =


(
W 11

1Xp

)
m2Xm

(
W 21

1Xp

)
m2Xm

..
(
W n1

1Xp

)
m2Xm(

W 12
1Xp

)
m2Xm

(
W 22

1Xp

)
m2Xm

..
(
W n2

1Xp

)
m2Xm

: : : :(
W 1n

1Xp

)
m2Xm

(
W 2n

1Xp

)
m2Xm

(
W nn

1Xp

)
m2Xm

 (F.6)
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(
W ij

1Xp

)
m2Xm

=


(
W ij

1Xp

)1
mX1

0mX1 .. 0mX1

0mX1

(
W ij

1Xp

)2
mX1

.. 0mX1

: : : :

0mX1 0mX1 ..
(
W ij

1Xp

)m
mX1

 (F.7)

(
W ij

1Xp

)k
mX1

=

(
pikX

ij
k1

qjk1X
j
k1

,
pikX

ij
k2

qjk2X
j
k2

, ..,
pikX

ij
km

qjkmX
j
km

)′
(F.8)

Example with n = m = 2

(
W 11

1Xp

)1
=

(
p11X

11
11

q111X
1
11

,
p11X

11
12

q112X
1
12

)′
(
W 11

1Xp

)2
=

(
p12X

11
21

q121X
1
21

,
p12X

11
22

q122X
1
22

)′
(
W 21

1Xp

)1
=

(
p21X

21
11

q111X
1
11

,
p21X

21
12

q112X
1
12

)′
(
W 21

1Xp

)2
=

(
p22X

21
21

q121X
1
21

,
p22X

21
22

q122X
1
22

)′
(
W 12

1Xp

)1
=

(
p11X

12
11

q211X
2
11

,
p11X

12
12

q212X
2
12

)′
(
W 12

1Xp

)2
=

(
p12X

12
21

q221X
2
21

,
p12X

12
22

q222X
2
22

)′
(
W 22

1Xp

)1
=

(
p21X

22
11

q211X
2
11

,
p21X

22
12

q212X
2
12

)′
(
W 22

1Xp

)2
=

(
p22X

22
21

q221X
2
21

,
p22X

22
22

q222X
2
22

)′
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(
W 11

1XP

)
4X2

=


p11X

11
11

q111X
1
11

0
p11X

11
12

q112X
1
12

0

0
p12X

11
21

q121X
1
21

0
p12X

11
22

q122X
1
22



(
W 21

1XP

)
=


p21X

21
11

q111X
1
11

0
p21X

21
12

q112X
1
12

0

0
p22X

21
21

q121X
1
21

0
p22X

21
22

q122X
1
22



(
W 12

1XP

)
=


p11X

12
11

q211X
2
11

0
p11X

12
12

q212X
2
12

0

0
p12X

12
21

q221X
2
21

0
p12X

12
22

q222X
2
22



(
W 22

1XP

)
=


p21X

22
11

q211X
2
11

0
p21X

22
12

q212X
2
12

0

0
p22X

22
21

q221X
2
21

0
p22X

22
22

q222X
2
22



W1XP =



p11X
11
11

q111X
1
11

0
p21X

21
11

q111X
1
11

0
p11X

11
12

q112X
1
12

0
p21X

21
12

q112X
1
12

0

0
p12X

11
21

q121X
1
21

0
p22X

21
21

q121X
1
21

0
p12X

11
22

q122X
1
22

0
p22X

21
22

q122X
1
22

p11X
12
11

q211X
2
11

0
p21X

22
11

q211X
2
11

0
p11X

12
12

q212X
2
12

0
p21X

22
12

q212X
2
12

0

0
p12X

12
21

q221X
2
21

0
p22X

22
21

q221X
2
21

0
p12X

12
22

q222X
2
22

0
p22X

22
22

q222X
2
22


(F.9)

Matrix (SX)nmXn2m2

(SX)nmXn2m2 =


(S1

X)mXnm2 0mXnm2 .. 0mXnm2

0mXnm2 (S2
X)mXnm2 .. 0mXnm2

: : : :

0mXnm2 0mXnm2 .. (SnX)mXnm2

 (F.10)
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(SiX)mXnm2 =
((
Si1X
)
mXm2 ,

(
Si2X
)
mXm2 , ...,

(
SinX
)
mXm2

)
(F.11)

(SijX)mXm2 =


(
SijX1

)
1Xm

01Xm .. 01Xm

01Xm

(
SijX2

)
1Xm

.. 01Xm

: : : :

01Xm 01Xm ..
(
SijXm

)
1Xm

 (F.12)

(
SijXk

)
1Xm

=

(
X ij
k1

Qi
k

,
X ij
k2

Qi
k

, ..,
X ij
km

Qi
k

)
(F.13)

Example with n = m = 2:
(S11

X1)1X2 =
(
X11

11

Q1
1
,
X11

12

Q1
1

)
(S11

X2) =
(
X11

21

Q1
2
,
X11

22

Q1
2

)
(S12

X1) =
(

X12
11

Q1
1
,

X12
12

Q1
1

)
(S12

X2) =
(

X12
21

Q1
2

,
X12

22

Q1
2

)
(S21

X1) = (
X21

11

Q2
1
,
X21

12

Q2
1

)

(S21
X2) =

(
X21

21

Q2
2
,
X21

22

Q2
2

)
(S22

X1) = (
X22

11

Q2
1
,
X22

12

Q2
1

)

(S22
X2) = (

X22
21

Q2
2
,
X22

22

Q2
2

)

S11
X =

(
X11

11

Q1
1

X11
12

Q1
1

0 0

0 0
X11

21

Q1
2

X11
22

Q1
2

)

S12
X =

(
X12

11

Q1
1

X12
12

Q1
1

0 0

0 0
X12

21

Q1
2

X12
22

Q1
2

)

S21
X =

(
X21

11

Q2
1

X21
12

Q2
1

0 0

0 0
X21

21

Q2
2

X21
22

Q2
2

)

S22
X =

(
X22

11

Q2
1

X22
12

Q2
1

0 0

0 0
X22

21

Q2
2

X22
22

Q2
2

)

S1
X =

(
X11

11

Q1
1

X11
12

Q1
1

0 0
X12

11

Q1
1

X12
12

Q1
1

0 0

0 0
X11

21

Q1
2

X11
22

Q1
2

0 0
X12

21

Q1
2

X12
22

Q1
2

)

S2
X =

(
X21

11

Q2
1

X21
12

Q2
1

0 0
X22

11

Q2
1

X22
12

Q2
1

0 0

0 0
X21

21

Q2
2

X21
22

Q2
2

0 0
X22

21

Q2
2

X22
22

Q2
2

)
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SX =


X11

11

Q1
1

X11
12

Q1
1

0 0
X12

11

Q1
1

X12
12

Q1
1

0 0 0 0 0 0 0 0 0 0

0 0
X11

21

Q1
2

X11
22

Q1
2

0 0
X12

21

Q1
2

X12
22

Q1
2

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
X21

11

Q2
1

X21
12

Q2
1

0 0
X22

11

Q2
1

X22
12

Q2
1

0 0

0 0 0 0 0 0 0 0 0 0
X21

21

Q2
2

X21
22

Q2
2

0 0
X22

21

Q2
2

X22
22

Q2
2


Matrix (SF )nmXn2m

(SF )nmXn2m =


(S1

F )mXnm 0mXnm .. 0mXnm

0mXnm (S2
F )mXnm .. 0mXnm

: : : :

0mXnm 0mXnm .. (SnF )mXnm


(SiF )mXnm = ((Si1F )mXm , (S

i2
F )mXm , ..., (S

in
F )mXm)

(SijF )mXm =


SijF1 0 .. 0

0 SijF2 .. 0

: : : :

0 0 .. SijFm


(
SijFk
)
1X1

=
(
F ijk
Qik

)
Example with n = m = 2:
S11
F1 =

F 11
1

Q1
1
, S11

F2 =
F 11
2

Q1
2
, S12

F1 =
F 12
1

Q1
1
, S12

F2 =
F 12
2

Q1
2

S21
F1 =

F 21
1

Q2
1
, S21

F2 =
F 21
2

Q2
2
, S22

F1 =
F 22
1

Q2
1
,S22
F2 =

F 22
2

Q2
2

S11
F =

(
F 11
1

Q1
1

0

0
F 11
2

Q1
2

)
, S12

F =

(
F 12
1

Q1
1

0

0
F 12
2

Q1
2

)

S21
F =

(
F 21
1

Q2
1

0

0
F 21
2

Q2
2

)
,S22
F =

(
F 22
1

Q2
1

0
F 22
2

Q2
2

)

S1
F =

(
F 11
1

Q1
1

0
F 12
1

Q1
1

0

0
F 11
2

Q1
2

0
F 12
2

Q1
2

)
,S2
F =

(
F 21
1

Q2
1

0
F 22
1

Q2
1

0

0
F 21
2

Q2
2

F 22
2

Q2
2

)

SF =


F 11
1

Q1
1

0
F 12
1

Q1
1

0 0 0 0 0

0
F 11
2

Q1
2

0
F 12
2

Q1
2

0 0 0 0

0 0 0 0
F 21
1

Q2
1

0
F 22
1

Q2
1

0

0 0 0 0 0
F 21
2

Q2
2

F 22
2

Q2
2


Matrix (W1FP )nmXnm

W1FP =


(W 1

1FP )mXnm

(W 2
1FP )mXnm

:

(W n
1FP )mXnm


where

(
W k

1FP

)
=
[(
W 1k

1FP

)
mXm

(
W 2k

1FP

)
mXm

...
(
W nk

1FP

)
mXm

]
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(
W jk

1FP

)
mXm

= diag
(
pj1F

jk
1

Pk1 F
k
1
,
pj2F

jk
2

Pk2 F
k
2
, ..., p

j
mF

jk
m

PkmF
k
m

)
Example with n = m = 2

W1FP =


p11F

11
1

P 1
1 F

1
1

0
p21F

21
1

P 1
1 F

1
1

0

0
p12F

11
2

P 1
2 F

1
2

0
p22F

21
2

P 1
2 F

1
2

p11F
12
1

P 2
1 F

2
1

0
p21F

22
1

P 2
1 F

2
1

0

0
p12F

12
2

P 2
2 F

2
2

0
p22F

22
2

P 2
2 F

2
2


Matrix (W2FP )nXnm

W2FP = [(W 1
2FP )nXm (W 2

2FP )nXm , .., (W
n
2FP )nXm]

(W i
2FP )nXm is a matrix with the ith row given by

(
P i1F

i
1

P iF i
,
P i2F

i
2

P iF i
, ..., P

i
mF

i
m

P iF i

)
Example with n = m = 2

W2FP =

(
P 1
1 F

1
1

P 1F 1

P 1
2 F

1
2

P 1F 1 0 0

0 0
P 2
1 F

2
1

P 2F 2

P 2
2 F

2
2

P 2F 2

)

Matrix (DV )nmXnm

(DV )nmXnm = diag

pv11 V 1
1

p11Q
1
1

,
pv12 V

1
2

p12Q
1
2

, ...,
pv1mV

1
m

p1mQ
1
m︸ ︷︷ ︸

mX1

,
pv21 V

2
1

p21Q
2
1

,
pv22 V

2
2

p22Q
2
2

, ...,
pv2mV

2
m

p2mQ
2
m︸ ︷︷ ︸

mX1

, ..,
pvn1 V

n
1

pn1Q
n
1

,
pvn2 V

n
2

pn2Q
n
2

, ...,
pvnm V

n
m

pnmQ
n
m︸ ︷︷ ︸

mX1


Example with m = n = 2

(DV )4X4 = diag

pv11 V 1
1

p11Q
1
1

,
pv12 V

1
2

p12Q
1
2︸ ︷︷ ︸

2X1

,
pv21 V

2
1

p21Q
2
1

,
pv22 V

2
2

p22Q
2
2︸ ︷︷ ︸

2X1


Matrix (DX)nmXnm

(DX)nmXnm = diag

q11X1
1

p11Q
1
1

,
q12X

1
2

p12Q
1
2

, ...,
q1mX

1
m

p1mQ
1
m︸ ︷︷ ︸

mX1

,
q21X

2
1

p21Q
2
1

,
q22X

2
2

p22Q
2
2

, ...,
q2mX

2
m

p2mQ
2
m︸ ︷︷ ︸

mX1

, ..,
qn1X

n
1

pn1Q
n
1

,
qn2X

n
2

pn2Q
n
2

, ...,
qnmX

n
m

pnmQ
n
m︸ ︷︷ ︸

mX1


Example with n = m = 2

(DX)4X4 = diag

q11X1
1

p11Q
1
1

,
q12X

1
2

p12Q
1
2︸ ︷︷ ︸

2X1

,
q21X

2
1

p21Q
2
1

,
q22X

2
2

p22Q
2
2︸ ︷︷ ︸

2X1


G General algebra and results wi
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H Algebra with Armington aggregators

M =

[∑
g

(wg)
1/δ(mg)

δ−1
δ

] δ
δ−1

(H.1)

foc:

mg = wg

(
pg
pM

)−δ
M (H.2)

price index:

PM =

[∑
g

(wg)(pg)
1−δ

] 1
1−δ

(H.3)

linearized version:

M̂ =
∑
g

(
pgmg

PMM

)
m̂g (H.4)

P̂M =
∑
g

(
pgmg

PMM

)
p̂g (H.5)
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I List of countries and sectors

Countries Sectors
1 ’Australia’ 1 ’Agriculture, Hunting, Forestry and Fishing’
2 ’Austria’ 2 ’Mining and Quarrying’
3 ’Belgium’ 3 ’Food, Beverages and Tobacco’
4 ’Bulgaria’ 4 ’Textiles and Textile Products’
5 ’Brazil’ 5 ’Leather, Leather and Footwear’
6 ’Canada’ 6 ’Wood and Products of Wood and Cork’
7 ’China’ 7 ’Pulp, Paper, Paper , Printing and Publishing’
8 ’Cyprus’ 8 ’Coke, Refined Petroleum and Nuclear Fuel’
9 ’Czech Republic’ 9 ’Chemicals and Chemical Products’
10 ’Germany’ 10 ’Rubber and Plastics’
11 ’Denmark’ 11 ’Other Non-Metallic Mineral’
12 ’Spain’ 12 ’Basic Metals and Fabricated Metal’
13 ’Estonia’ 13 ’Machinery, Nec’
14 ’Finland’ 14 ’Electrical and Optical Equipment’
15 ’France’ 15 ’Transport Equipment’
16 ’United Kingdom’ 16 ’Manufacturing, Nec; Recycling’
17 ’Greece’ 17 ’Electricity, Gas and Water Supply’
18 ’Hungary’ 18 ’Construction’
19 ’Indonesia’ 19 ’Sale, Maintenance and Repair of Motor Vehicles and Motorcycles; Retail Sale of Fuel’
20 ’India’ 20 ’Wholesale Trade and Commission Trade, Except of Motor Vehicles and Motorcycles’
21 ’Ireland’ 21 ’Retail Trade, Except of Motor Vehicles and Motorcycles; Repair of Household Goods’
22 ’Italy’ 22 ’Hotels and Restaurants’
23 ’Japan’ 23 ’Inland Transport’
24 ’Korea’ 24 ’Water Transport’
25 ’Lithuania’ 25 ’Air Transport’
26 ’Luxembourg’ 26 ’Other Supporting and Auxiliary Transport Activities; Activities of Travel Agencies’
27 ’Latvia’ 27 ’Post and Telecommunications’
28 ’Mexico’ 28 ’Financial Intermediation’
29 ’Malta’ 29 ’Real Estate Activities’
30 ’Netherlands’ 30 ’Renting of M&Eq and Other Business Activities’
31 ’Poland’ 31 ’Public Admin and Defense; Compulsory Social Security’
32 ’Portugal’ 32 ’Education’
33 ’Romania’ 33 ’Health and Social Work’
34 ’Russia’ 34 ’Other Community, Social and Personal Services’
35 ’Slovak Republic’ 35 ’Private Households with Employed Persons’
36 ’Slovenia’
37 ’Sweden’
38 ’Turkey’
39 ’Taiwan’
40 ’United States’
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J REER indices plots

Figure J.1
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Figure J.1 cont.
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Figure J.1 cont.
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Figure J.1 cont.
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Figure J.1 cont.
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Figure J.1 cont.
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